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Abstract
The goal of a load test is to uncover functional and performance problems of a system under load. Performance problems refer to the situations where a system suffers from unexpectedly high response time or low throughput. It is difficult to detect performance problems in a load test due to the absence of formally-defined performance objectives and the large amount of data that must be examined.

In this paper, we present an approach which automatically analyzes the execution logs of a load test for performance problems. We first derive the system’s performance baseline from previous runs. Then we perform an in-depth performance comparison against the derived performance baseline. Case studies show that our approach produces few false alarms (with a precision of 77%) and scales well to large industrial systems.

1. Introduction
Many systems ranging from e-commerce websites to telecommunication infrastructures must support concurrent access by hundreds or thousands of users. Many of the field problems are related to systems not scaling to field workloads instead of feature bugs [9, 34]. To assure the quality of these systems, load testing is a required testing procedure in addition to conventional functional testing procedures, such as unit and integration testing.

Load testing, in general, refers to the practice of assessing a system’s behavior under load [18]. A load is typically based on an operational profile, which describes the expected workload of the system once it is operational in the field [13, 15]. A load consists of the types of executed scenarios and the rate of these scenarios. For example, the load of an e-commerce website would contain information such as: browsing (40%) with a min/average/max rate of 5/10/20 requests/sec, and purchasing (40%) with a min/average/max rate of 2/3/5 requests/sec.

A load test usually lasts for several hours or even a few days. Load testing requires one or more load generators which mimic clients sending thousands or millions of concurrent requests to the application under test. During the course of a load test, the application is monitored and performance data along with execution logs are recorded. Performance data store resource usage information such as CPU utilization, memory, disk I/O and network traffic. Execution logs store the run time behavior of the application under test.

The goal of a load test is to uncover functional and performance problems under load. Functional problems are often bugs which do not surface during the functional testing process. Deadlocks and memory management bugs are examples of functional problems under load. Performance problems often refer to performance issues like high response time or low throughput under load.

Existing load testing research focuses on the automatic generation of load test suites [13, 14, 15, 17, 20, 25, 35]. There is limited work, which proposes the systematic analysis of the results of a load test to uncover potential problems. Unfortunately, looking for problems in a load test is a time-consuming and difficult task. Our previous work [28] flags possible functional problems by mining the execution logs of a load test to uncover dominant execution patterns and to automatically flag functional deviations from this pattern within a test.

In this paper, we introduce an approach that automatically flags possible performance problems in a load test. We cannot derive the dominant performance behavior from just one load test as we did in our previous work, since the load is not constant. A typical workload usually consists of periods simulating peak usage and periods simulating off-hours usage. The same workload is usually applied across load tests, so that the results of prior load tests are used as an informal baseline and compared against the current run. If the current run has scenarios which follow a different response time distribution than the baseline, this run is probably troublesome and worth investigating. The main contributions of our work are as follows:

1. To the best of our knowledge, our approach is the first
work to automatically detect performance problems in the load testing results.

2. Our approach makes use of readily available execution logs, which avoids the need of performance impacting instrumentation [16, 22].

3. Our approach automatically reports scenarios with performance problems and pin-points the performance bottlenecks within these scenarios. Case studies show that our approach scales well to large systems and produces few false alarms (with a precision of 77%).

Organization of the Paper

The paper is organized as follows: Section 2 describes the current practice of performance analysis and its limitations. Section 3 shows an example of how a load tester can use our performance analysis report to analyze the performance of a load test. Section 4 describes our performance analysis approach. Section 5 presents three case studies on our performance analysis approach: two on open source applications and one on a large enterprise application. Section 6 presents some discussions and future work. Section 7 describes related work. Section 8 concludes the paper.

2 Current Practice of Performance Analysis

Most large enterprise applications must be load tested to ensure satisfactory performance under load. Unfortunately, looking for performance problems in a load test is a time-consuming and difficult task, due to many of the following challenges:

- **Lack of Documented Performance Baselines**: Correct and up-to-date system requirements rarely exist [32].
- **Time Pressure**: Load testing is usually the last step in an already delayed release schedule which managers must speed up. Hence the time allocated to run a test, which could be days, and analyze the results is usually limited.
- **Monitoring Overhead**: Approaches which monitor or profile an application affect the validity of performance measurements and are not practical for load testing.
- **Large Volume of Data**: A load test, running for a few hours, generates performance data and logs that are several hundred megabytes in size. This data must be analyzed to uncover any problems in the load test.

Due to the above challenges, a load tester often uses the results of a prior load test as an informal baseline and performs high level performance checks. The following two checks are commonly used in practice:

- **Metrics check**: A load tester examines performance metrics for large fluctuations. For example, an up-trend for the memory usage throughout a load test is a good indicator of a memory leak.
- **Response Time Check**: Using domain knowledge, a load tester checks the response time of a few key scenarios and compares them against an informal baseline.

We believe this current practice is not efficient since it takes hours of manual analysis, nor is it sufficient since it might miss problems showing up in other scenarios.

3 Performance Analysis Report

The previous section discussed the challenges and limitations of the current performance analysis practices. In response, we have developed an automatically generated report, which can uncover potential performance problems. The report extracts information from the readily available execution logs and uses a previous run as an informal performance baseline to compare against.

Consider the following example. Jack, a load tester, is asked to load test a new version of an online application. He needs to determine whether the application can scale to hundreds of concurrent client requests just like the earlier version did. The application is an online pet store which supports operations like login/logout, browse, purchase and registration for new users. We now demonstrate how Jack can use our performance analysis report to uncover performance problems based on the run he did on an early release.

Overall Performance Summary

Since extra instrumentation or profiling of the application may slow it down and affect the performance measurement, Jack has to work with readily available execution logs and performance metrics.

As shown in Figure 1(a), from millions of log lines in the execution logs, our report flags 3 scenarios whose performance is statistically different than the previous run. Each row in the table corresponds to one performance deviated scenario. Among these three scenarios, there are two scenarios which are worse than the previous run (shown in red) and one scenario which is better (shown in blue). Scenarios are sorted by the degree of performance deviations from the previous run so that Jack can make best use of his time by working from the top.

Looking at the first row, Jack discovers that the first scenario has around the same throughput (5,000 versus 5,002 requests per second) from both runs. However, he notices that the current scenario performance is worse than the previous run, indicated by the red colour under the deviation value 0.8. The event sequence triggered by this scenario is also displayed. Each event is abbreviated using its abstracted event id ($E_1$, $E_2$, $E_3$, and $E_4$).

Visual Performance Comparison

After gaining an overall impression about the system performance, Jack clicks the hyperlink under the deviation value to dig deeper into the performance of the first scenario. As shown in Figure 1(b), the report expands and shows a visual comparison of this scenario’s performance.
between the two runs. He examines the two graphs seeking to answer the following two questions:

1. **How does the scenario performance differ?**
   The top graph in Figure 1(b) is a beanplot [29], which visualizes the response time distributions of the same scenario in the previous and current runs side-by-side. The left side shows the response time distribution from the previous run and the right side shows the current run. The width of the plot indicates the frequency. For example, most of the instances in the current run take about 1 second and around 0.2 second in the previous run.

   After examining the beanplot, Jack now has a better idea of why this scenario is flagged: First, the majority of the cases from the current run are slower than the previous run (1 second versus 0.5 second). Second, the maximum response time from the current run is 5 seconds compared with 4 seconds from the previous run.

2. **How does the performance evolve over time?**
   The bottom graph in Figure 1(b) shows whether the system performance has degraded over the course of the load test. The horizontal axis indicates the start time of a scenario instance. The vertical axis indicates the response time of the scenario instances triggered at this moment. If more than one instances from this scenario are triggered at the same moment, the average response time from these instances is used.

   For the first scenario, there are no performance degradations even though the response time fluctuates over time. Most of the time, the current run (in red) is above the previous run (in black), which again indicates that the current run is worse (i.e. slower).

**Stepwise Performance Diagnosis**

Once Jack gets a visual comparison of the performance differences for the first scenario, Jack clicks the link below the event sequences to find out the exact cause for the performance deviations (Figure 1(c)). Sample log lines from the execution logs are shown along with the average durations between the adjacent steps. In addition, deviations from the adjacent event pairs between the previous and current runs are also shown.

For the investigated scenario, Jack concludes that the scenario performance degradation is mostly caused by a slow down between the browsing ($E_2$) and purchasing ($E_3$) events. The average duration of this event pair jumps from 0.5 second in the previous run to 1.8 seconds in the current run. The deviation between these two events, flagged (in red), is the highest deviation (0.9) among all the event pairs.
in this scenario. Jack then clicks the hyperlink below the 0.9 deviation to get a visual comparison of the performance differences in the $E_3 \rightarrow E_4$ pair. The report is again expanded to display similar graphs as in Figure 1(b) but for specific event pairs.

**Reporting**

Based on the analysis of the first scenario, Jack concludes that there is a performance problem between the browsing and purchasing events. He then performs similar analysis on the other two scenarios. Jack can now compose an email, which explains the performance problems. The email is sent to the appropriate developers with the performance analysis report attached.

### 4. Our Approach to Create the Performance Analysis Report

We now present our approach to generate the performance analysis report discussed in Section 3. As shown in Figure 2, our approach consists of five phases. For both tests, we conduct log abstraction, sequence performance recovery and performance summarization. Then we flag the performance deviating scenarios by statistically analyzing the recovered performance data. Finally, a performance analysis report, ranked by the degree of performance deviation, is generated.

We explain our approach using the running example shown in Table 1.

**Phase 1. Log Abstraction**

Since additional instrumentation or profiling of the system slows down its execution, these techniques are not feasible for load testing analysis. As a result, our approach analyzes the readily available execution logs. These logs are commonly available to enable remote support or to cope with legal acts such as the “Sarbanes-Oxley Act of 2002” [5]. Such logs record software activities (e.g. “User authentication successful”) and errors (e.g. “Failed to retrieve customer profile”).

Table 1(a) shows the first 8 log lines from an execution log file. These logs are hard to parse and analyze automatically since they are in free-form with no strict format and use a large vocabulary of words. Logs contain a great deal of redundancy. For example, even though the first and second log lines are triggered by the same event in the code, they are different yet have similar structure to each other. We aim to remove the redundancy in the logs by abstracting log lines into execution events. We have developed a technique [27] which exploits the common structure among the log lines: each log line is a mixture of static and dynamic information. The static information describes the execution event (i.e., the context), whereas the varying parts (i.e., dynamic) are parameter values generated at runtime. Dynamic information, specific to the particular occurrence of an event, causes the same execution event to result in different log lines.

The log lines in Table 1(a) are abstracted into 6 execution events shown in Table 1(b). The “$v$” sign indicates a dynamic value.

**Phase 2. Sequence Performance Recovery**

As the system handles concurrent client requests, log lines from different scenarios are intermixed with each other in the execution logs. As shown in Table 1(a), scenarios related to users Tom, John and Mike are mangled together. Furthermore, some log lines (e.g., the 8th log line), which only output the system status information, are not related to any customer scenarios. These log lines should be filtered from our performance analysis.

In order to recover the performance from all the customer scenarios, we need to first recover the event sequences. We recover the sequences by linking the appropriate parameter values.

The first phase abstracts each log line into an execution event. Here, we use the dynamic values ($v$) as well as their parameter names in the execution event. The parameter name-value pairs are used to link the related log lines into sequences. For example, the first line contains 3 parameter name-value pairs: sessionId with value 1, time with value 1, and user with value John.

Table 1(c) shows the results after extracting and linking information from the log lines using the sessionId values of the log lines in Table 1(a). For example, the second ($E_1$), third ($E_2$), fourth ($E_3$), and sixth ($E_5$) log lines all share the same sessionId (2), so we group them together. The 8th log line in Table 1(a) corresponds to a periodic health check event, which has no sessionId and is used to determine if the system is alive. This log line is filtered out.

The performance of the recovered sequence is calculated by taking the time difference between the first and the last events. In our running example, the overall response time of the sequence ($E_1 \rightarrow E_2 \rightarrow E_3 \rightarrow E_4$) with sessionId = 2 is 2 seconds. Since there is only one log line with sessionId 3, there is no duration information for this session.

The durations between every adjacent event pair are also calculated. The pairwise duration information is used later for stepwise performance diagnosis. The time duration between the first two events ($E_1$ from the 2nd log line and $E_2$ from the 3rd log line) is 0 seconds, and so on.

**Phase 3. Performance Summarization**

The previous phase has recovered the performance from the individual sequences. Identical event sequences correspond to the same scenario. As a load test repeatedly executes scenarios over and over, the sequence $E_1 \rightarrow E_2 \rightarrow E_3 \rightarrow E_4$ can appear multiple times. In the third phase, we summarize the performance of each scenario.
Tables 1(a), 1(b) and 1(c) only process the first 8 log lines from the logs. Execution logs usually contain millions of lines. Table 1(d) shows an example of the summarized scenario performance using the entire execution logs. In total, we have 2 scenarios. The first scenario \((E_1 \rightarrow E_2 \rightarrow E_3 \rightarrow E_4)\) occurs 300 times. Among them, 100 times occurs with a duration of 2 seconds and 200 times with 3 seconds. The performance of the adjacent event pairs from each scenario is also summarized. For example, the event pair \(E_2 \rightarrow E_3\) from the first scenario takes on average 1.7 seconds. Among the total 300 occurrences of this event pair in this scenario, it takes 1 second in 100 times and 2 seconds in the other 200 times.

**Phase 4. Statistical Analysis**

Phrase 3 uncovers the performance of all the scenarios from the previous and current runs. The fourth phase evaluates the overall performance of each scenario and pin-points the performance deviating event-pairs.

We compare each scenario’s performance in the previous and current runs using a statistical test. We use the unpaired student-t test to compare the scenario response time distributions from the previous run against the current run. Furthermore, we use a modified student-t test [26], which outputs a confidence interval. Compared with hypothesis testing, whose output only answers whether the two distributions are statistically the same, a confidence interval also provides possible ranges. Depending on the relative position of the confidence interval to zero, we can tell which run has better performance (i.e. timing) for this scenario. We only show the scenarios, whose performance is statistically different between the two runs, in our report.

Once the scenarios with deviated performance are flagged, we need to pin-point the event pairs which cause the performance deviations. We achieve this by applying the same statistical test on all the adjacent event pairs. For example, for the flagged scenario \((E_1 \rightarrow E_2 \rightarrow E_3 \rightarrow E_4)\), we compare the performance of \(E_1 \rightarrow E_2\), \(E_2 \rightarrow E_3\), and \(E_3 \rightarrow E_4\) between the previous and the current runs.

**Phase 5. Report Generation**

As the load tester has limited time, we rank the potentially troublesome scenarios to help him prioritize his time. We rank each scenario by the degree of the performance deviation between the previous and current runs.

Cosine distance, which measures the degree of similarity between two distributions, outputs a value between 0 and 1. If the two distributions are very similar, the cosine distance is close to 1. If they are very different, the cosine distance is close to 0. As deviation is the opposite of similarity, we use the following formula to calculate the deviation:

\[
\text{deviation}(P, C) = 1 - \cosine(P, C) \\
\cosine(P, C) = \frac{\sum_x P(x)C(x)}{\sqrt{\sum_x P(x)^2} \sqrt{\sum_x C(x)^2}}
\]

Note that \(P(x)\) and \(C(x)\) correspond to the number of instances in the previous and current runs which have response time \(x\) for a particular scenario. For example, if the cosine distance of the first scenario in Table 1(d) is 0.2, their deviation value is 0.8.

**5. Case Studies**

We conducted 3 case studies on 3 different systems (2 open source applications and 1 large enterprise application). We seek to verify whether our performance analysis report can help load testers in their usual tasks. As our approach only flags the performance deviated scenarios, it is up to his knowledge to decide whether the deviated performance leads to performance problems.

We use precision to evaluate the performance of our approach. The precision is defined as follows:

\[
\text{precision} = \left(1 - \frac{\# \text{ of false alarm scenarios}}{\text{Total } \# \text{ of flagged scenarios}}\right) \times 100\%
\]

Multiple scenarios with deviating performance can be caused by the same performance problem, which can be an indication of the impact of this problem. If a flagged scenario does not lead to a performance problem, then this scenario is considered as a false alarm.

A load tester conducts and analyzes a load test of an evolving system seeking to accomplish many of the following tasks: to recommend optimal system settings, to certify
software/hardware platforms, and to study the impact of design changes. We use this to structure our case study. For each study, we first give a brief description of the studied system and an overview of the task which the load tester needs to complete. Then we explain the steps to conduct the experiments and data collection procedure. Finally, we present our results and conclusions. Our performance analysis prototype is written in Perl and uses R [7] to generate the graphs.

Task 1: Recommending Optimal Configurations

Enterprise systems interact often with other software components like databases or mail servers. Sub-optimal configurations of these components can impact the performance of the system. A load tester needs to explore these configurations and provide recommendations for deployment. In this task, we use the Dell DVD Store (DS2) as our case study system.

Studied System: the Dell DVD Store

The Dell DVD Store (DS2) application is an open source online application used for benchmarking Dell hardware. [6]. DS2 provides basic e-commerce functionality, including: user registration, user login, product search, and item purchase.

DS2 contains a database, a load generator and a web application. It comes in different distribution packages which support various web platforms (e.g. Apache Tomcat or JBoss) and database vendors (MySQL, Microsoft SQL Server, and Oracle). The web application consists of four JSP pages which interact with the database and display dynamic contents. The DS2 load generator supports a range of configuration parameters to specify the workload. In this task, we use MySQL as the backend database and Apache Tomcat as our web server engine.

Goal: Recommending Optimal MySQL Configuration

We seek to evaluate the performance impact due to the following two software configuration options for the MySQL database:

Caching: Whether to cache the query results or not;

Storage Engines: Whether to use MyISAM or InnoDB as the storage engine.

Experiments and Data Collections

DS2 has no logs, thus we manually instrumented its four JSP pages. We run 4 one-hour load tests: InnoDB with and without query caching, and MyISAM with and without caching. All 4 runs are exercised under the same workload and without query caching, and MyISAM with and without caching. All 4 runs are exercised under the same workload and are all conducted on a single core CPU machine with 1 GB of RAM and a 5,400 rpm hard disk. Each test generated over 120,000 log lines.

Result Analysis and Conclusions

We conduct the performance analyses on the results of these 4 runs.

To determine the performance impact of caching, we perform two comparisons. First, we compare the results from InnoDB with/without caching, then MyISAM with/without caching. We use the session ids to recover the sequences. Both of our performance analysis reports have flagged 18 performance deviated scenarios. Examining the stepwise performance diagnosis sub-tables across all the event pairs, we find events, which invoke database operations, perform better with caching enabled.
To determine the performance impact of different storage engines, we compare the results from MySQL configured with MyISAM engine against those with the InnoDB engine. Since our previous analysis shows that enabling caching yields better performance, we only compare the two runs with caching enabled. Again, 18 scenarios are flagged. By investigating stepwise performance diagnosis sub-tables, we find database-related events perform better with the InnoDB engine. Our finding agrees with prior benchmark studies [4].

Using our performance analysis reports, we conclude that DS2 should be deployed with the following MySQL configurations to achieve optimal performance: InnoDB as the storage engine and cache-enabled. The precision is 100% among all three performance analysis reports.

Task 2. Certifying Software/Hardware Platforms

Nowadays, systems support various software platforms (e.g., operating systems) as well as hardware platforms. A load tester needs to check whether a system under test can make optimal use of the available services and resources. In this task, we use the JPetStore as our case study system.

Studied System: JPetStore

JPetStore [2] is a larger and more complex open source web application relative to DS2. Unlike Sun’s original version of Pet Store which is more focused on demonstrating the capability of the J2EE platform, JPetStore is a re-implementation with a more efficient design [3] and is targeted on benchmarking the J2EE platform against other web platforms such as .Net. Unlike DS2 which embeds all the application logic into the JSP code, JPetStore uses the “Model-View-Controller” framework and XML files for object/relational mappings. In this task, we have deployed the JPetStore application on Apache Tomcat and used MySQL as the database backend.

Goal: Certifying a Multicore Server

In this case study, we seek to certify the hardware platform by checking whether a system under test can make optimal use of the available services and resources. In this task, we use the JPetStore as our case study system.

Experiments and Data Collection

As JPetStore does not come with a load generator, we use Webload [8], an open source web load testing tool, to load test the application. Using Webload, we have recorded a single customer scenario for replay during load testing. In addition, we configure the Webload so that it incrementally increases the workload as the load test progresses.

On each hardware platform, we conduct one one-hour run. The first run uses one machine which has a single CPU with 1G of memory and one 5, 400 rpm hard-disk. The second run uses another machine which has a Quad-Core CPU with 8G of memory and one 7, 200 rpm hard-disk. Both runs generate over 770,000 log lines.

Result Analysis and Conclusions

Figure 3 shows the performance analysis report for JPetStore. The report has flagged our only scenario. The colour of deviation (blue) shows that the run on the Quad-core machine statistically out-performs the run on the single CPU machine. However, the visual comparison of the two runs reveals that:

1. The contrast of the maximum and minimum response time from both runs is very large, especially for the run on the multi-core server. As shown in the beanplot of Figure 3, the minimum response time for the Quad-core machine is around 30 seconds and maximum is around 200 seconds.

2. As shown in the lower graph of Figure 3, both runs slow down as the load test progresses due to the steady increase in the workload. However, the response time on the Quad-core machine during the last few seconds is about 3 times longer than the single core machine during heavy load (around 200 seconds on the Quad-core machine versus around 80 seconds on the single core machine).

We repeat both runs and still obtain the same patterns. Through close examination of the stepwise performance diagnosis sub-table in our report, we reveal a MySQL performance bug. The MySQL InnoDB storage engine has trouble scaling to multi-core machines. Our finding is confirmed by MySQL developer postings [1].

Using our performance analysis approach, we conclude that the JPetStore performance improves on a more powerful machine. However, there is a MySQL performance bug which prohibits the efficient use of the multi-core hardware architecture under heavy load. The precision of this report is 100%.

Task 3. Studying the Impact of System Changes

Systems are constantly undergoing maintenance changes to fix bugs and to cope with new standards or new interfaces. Changes can cause suboptimal system performance. In this task, we use a large enterprise application as our case study system.

Studied System: A Large Enterprise Application

The system we studied is a large distributed enterprise application. This application supports a large number of scenarios which are used by thousands of users simultaneously.
Goal: Evaluating Different Software Designs
There is a new software build which uses a different communication mechanism. We want to determine the performance impact of the new design.

Experiments and Data Collection
A load tester has conducted the experiments. Two 8-hour load tests are run on different software builds under the same load. Both runs generate over 2 million log lines.

Result Analysis and Conclusions
This is a large enterprise application with readily available execution logs. After briefly going through the log lines, we find three main parameters which can be used to link log lines to form scenarios.

Our report flags around 30 performance deviating scenarios. Most of the scenarios are executed more than 4,000 times. Our report reveals that the current build performs worse than the previous build. Examining the step-wise performance diagnosis sub-tables, this load tester is able to pinpoint the performance deviating steps and to subsequently identify the performance problems of the new design.

Our performance analysis report has a precision of 77%. A few flagged sequences are not scenarios. Thus, false alarms are caused by the random time intervals between the adjacent event pairs.

We conclude that our performance analysis report has helped the load tester evaluate the performance impact of different designs. The precision of our performance analysis report is 77%.

6. Discussion and Future Work
In this section, we discuss our results and future work.

Performance Comparisons
Our approach uses results from a prior run as an informal performance baseline. The performance baseline can also be derived from the data in one or more runs. For example, we can form the performance baseline by combining the results from 10 runs conducted last year. The large resulting data is more desirable to infer the past common performance behavior.

We believe both the performance improving and degrading scenarios are worth investigating for two reasons. First, a load tester needs to verify the performance bug fixes by comparing the current run against a test which suffers from performance problems. In this case, the performance improvement cases are also of interest to him. Second, we do not want to miss potential performance problems. Take our JPetStore case study for example. Performance on a powerful server is generally better but suffers from severe slow down under stress conditions.

Scenario Recovery
Our approach requires some manual work at the beginning as we need to find what are the identifying parameters in the logs. This is a one-time effort and requires minimal effort. These parameters can either be obtained by asking a domain expert or by skimming through the logs.
Analyzing System Performance Using Execution Logs

Our approach uses readily available execution logs and infers system performance based on the time differences between log lines. Therefore, our approach is limited by the granularity of the log lines. Furthermore, we assume that logs are relatively stable over time. This assumption holds true for many industrial systems. Since the logs are already processed by many other tools, log changes are usually minimized. In the future, we plan to apply approximate matching on different sequences between runs.

New Scenarios

Since there are no formal performance objectives or data from previous runs for new scenarios, our current approach will not analyze them. In the future, we plan to infer the expected scenario performance based on existing scenarios.

7 Related Work

We discuss two areas of related work.

Load Testing

Most existing load testing research focuses on the automatic generation of load test suites [13, 14, 15, 17, 20, 25, 35]. Our previous work [28] focuses on automatically uncovering functional problems in a load test. Bulej et al. [21] propose the concept of regression benchmarking as a variant of regression testing for performance regression. Regression benchmarking compares the performance across different versions of the systems using the same benchmarking suite. Our work is an improvement over the regression benchmarking in four aspects. First, our approach recovers the scenarios automatically without specification. Second, our approach is more fine-grained, as we analyze the performance of the scenarios as well as the individual steps in each scenario. Third, our approach minimizes the amount of manual processing. Fourth, the reported problems in our performance analysis report are ranked so that a load tester can prioritize his efforts and make optimal use of his time.

Automated Performance Monitoring and Analysis of Production Systems

Automated performance monitoring and analysis of production systems can be divided into two subcategories: analyzing the performance metrics and analyzing the logs.

Statistical Analysis

Our approach uses a student-t test to compare the response time distributions. A student t-test is a parametric statistical test which assumes that the response time is normally distributed. Non-parametric statistical tests, like the Kolmogorov-Smirnov test [19], can also be used in our analysis. These tests hold no assumptions about the distribution of the data. Parametric tests are less strict than non-parametric tests. In other words, non-parametric tests tend to say there are no statistical differences between two data sets whereas the parametric tests would indicate a statistical significant difference. We choose to use the less strict student t-test, since we want to find all the possible performance problems. Furthermore, we have also tried using the Kolmogorov-Smirnov test to verify the findings in our case studies. We find that Kolmogorov-Smirnov test results agree with the student-t test. This finding confirms with the results reported by Bulej et al. [21].

We discuss two areas of related work. The following work analyzes the readily logs with no additional instrumentations: Aguilera et al. [10, 33] developed various algorithms to perform black-box performance debugging on distributed systems. They use the header information on the TCP packet traces (source, destination and time) to infer the dominant causal paths through a distributed system. Unfortunately, the accuracy of the inferred causal paths decreases as the degree of parallelism increases. This is not ideal for load testing analysis as there are many message exchanges occurring simultaneously. Marwede et al. [30] use the timing anomaly to automatically uncover functional problems.

8. Conclusions

It is difficult to conduct a performance analysis of load testing results due to the absence of a documented performance baseline, time pressure, monitoring overhead and large volume of data. In this paper, we propose an approach which automatically flags possible problems by adopting a previous run as a performance baseline and comparing against it. Our approach is easy to adopt and scales well to large systems with high precision (77%).
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