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Abstract. This paper presents a novel pixelwise representation for vi-
sual tracking that models both the spatial structure and dynamics of a
target in a unified fashion. The representation is derived from spatiotem-
poral energy measurements that capture underlying local spacetime ori-
entation structure at multiple scales. For interframe motion estimation,
the feature representation is instantiated within a pixelwise template
warping framework; thus, the spatial arrangement of the pixelwise en-
ergy measurements remains intact. The proposed target representation
is extremely rich, including appearance and motion information as well
as information about how these descriptors are spatially arranged. Qual-
itative and quantitative empirical evaluation on challenging sequences
demonstrates that the resulting tracker outperforms several alternative
state-of-the-art systems.

1 Introduction

Tracking of objects in image sequences is a well-studied problem in computer
vision that has seen numerous advances over the past thirty years. There are
several direct applications of “following a target” (e.g., surveillance and active
camera systems); furthermore, many computer vision problems rely on visual
trackers as an initial stage of processing (e.g., activity and object recognition).
Between the direct applications of target tracking and the evolution of visual
tracking into a basic stage for subsequent processing, there is no shortage of
motivation for the development of robust visual trackers.

Even given this strong motivation, to date a general purpose visual tracker
that operates robustly across all real-world settings has not emerged. One key
challenge for visual trackers is illumination effects. Under the use of many pop-
ular representations (e.g., colour), the features’ appearance changes drastically
depending on the lighting conditions. A second challenge for visual trackers is
clutter. As the amount of scene clutter increases, so to does the chance that
the tracker will be distracted away from the true target by other “interesting”
scene objects (i.e., objects with similar feature characteristics). Finally, trackers
often experience errors when the target exhibits sudden changes in appearance
or velocity that violate the underlying assumptions of the system’s models.
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In this work, it is proposed that the choice of representation is key to meeting
the above challenges. A representation that is invariant to illumination changes
will be better able to track through significant lighting effects. A feature set that
provides a rich characterization will be less likely to confound the true target
with other scene objects. Finally, a rich representation allows for greater tracker
resilience to sudden changes in appearance or velocity because as one component
of the representation experiences a fast change, other components may remain
more consistent. In the current approach, a pixelwise spatiotemporal oriented
energy representation is employed. This representation uniformly captures both
the spatial and dynamic properties of the target for a rich characterization, with
robustness to illumination and amenability to on-line updating.

Visual trackers can be coarsely divided into three general categories: (i) dis-
crete feature trackers (ii) contour-based trackers, and (iii) region-based trackers
[9]. Since the present contribution falls into the region-tracker category, only
the most relevant works in this class will be reviewed. Some region trackers
isolate moving regions of interest by performing background subtraction and
subsequent data association between the detected foreground “blobs” [30,27,28].
Another subclass of region trackers collapses the spatial information across the
target support and uses a histogram representation of the target during tracking
[11,16,5,10]. The work in [10] presents the most relevant histogram tracker to
the current approach because both share a similar energy-based feature set. A
final subcategory of region-based trackers retains spatial organization within the
tracked area by using (dense) pixelwise feature measurements. Various feature
measurements have been considered [25,13,20,23]. Further, several approaches
have been developed for updating/adapting the target representation on-line
[19,20,23,3]. This final subcategory of region trackers is of relevance to the present
work, as it maintains a representation of dense pixelwise feature measurements
with a parameterized model of target motion.

Throughout all categories of trackers, a relatively under-researched topic is
that of identifying an effective representation that models both the spatial and
dynamic properties of a target in a uniform fashion. While some tracking-related
research has sought to combine spatial and motion-based features (e.g., [7,24]),
the two different classes of features are derived separately from the image se-
quence, which has potential for making subsequent integration challenging. A
single exception is the tracker noted above that derived its features from spa-
tiotemporal oriented energy measurements, albeit ultimately collapsing across
spatial support [10], making it more susceptible to clutter (e.g., background and
foreground share similar overall feature statistics, yet would be distinguished by
spatial layout) and “blind” to more complex motions (e.g., rotation).

In light of previous research, the main contributions of the present paper
are as follows. (i) A novel oriented energy representation that retains the spa-
tial organization of the target is developed for visual tracking. Although sim-
ilar oriented energy features have been used before in visual trackers [10] and
other areas of image sequence processing (e.g., [2,15,29,26,12,31]), it appears
that these features have never been deployed in a pixelwise fashion to form the
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fundamental features for tracking. (ii) A method is derived for instantiating this
representation within a parametric flow estimation tracking algorithm. (iii) The
discriminative power of the pixelwise oriented energy representation is demon-
strated via a direct comparison against other commonly-used features. (iv) The
overall tracking implementation is demonstrated to perform better than sev-
eral state-of-the-art algorithms on a set of challenging video sequences during
extensive qualitative and quantitative comparisons.

2 Technical Approach

2.1 Features: Spatiotemporal Oriented Energies

Video sequences induce very different orientation patterns in image spacetime
depending on their contents. For instance, a textured, stationary object yields
a much different orientation signature than if the very same object were under-
going translational motion. An efficient framework for analyzing spatiotemporal
information can be realized through the use of 3D, (x, y, t), oriented energies
[2]. These energies are derived from the filter responses of orientation selective
bandpass filters that are applied to the spatiotemporal volume representation of
a video stream. A chief attribute of an oriented energy representation is its abil-
ity to encompass both spatial and dynamic aspects of visual spacetime, strictly
through the analysis of 3D orientation. Consideration of spatial patterns (e.g.,
image textures) is performed when the filters are applied within the image plane.
Dynamic attributes of the scene (e.g., velocity and flicker) are analyzed by fil-
tering at orientations that extend into the temporal dimension.

The aforementioned energies are well-suited to form the feature representation
in visual tracking applications for four significant reasons. (i) A rich description
of the target is attained due to the fact that oriented energies encompass both
target appearance and dynamics. This richness allows for a tracker that is more
robust to clutter both in the form of background static structures and other
moving targets in the scene. (ii) The oriented energies are robust to illumination
changes. By construction, the proposed feature set provides invariance to both
additive and multiplicative image intensity changes. (iii) The energies can be
computed at multiple scales, allowing for a multiscale analysis of the target at-
tributes. Finer scales provide information regarding motion of individual target
parts (e.g., limbs) and detailed spatial textures (e.g., facial expressions, clothing
logos). In a complementary fashion, coarser scales provide information regard-
ing the overall target velocity and its gross shape. (iv) The representation is
efficiently implemented via linear and pixelwise non-linear operations [14], with
amenability to real-time realizations on GPUs [31].

The desired oriented energies are realized using broadly tuned 3D Gaussian
second derivative filters, G2 (θ, γ), and their Hilbert transforms, H2 (θ, γ), where
θ specifies the 3D direction of the filter axis of symmetry, and γ indicates the
scale within a Gaussian pyramid [14]. To attain an initial measure of energy, the
filter responses are pixelwise rectified (squared) and summed according to

E (x; θ, γ) = [G2 (θ, γ) ∗ I (x)]2 + [H2 (θ, γ) ∗ I (x)]2 , (1)
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Input Video Frames

Spatiotemporal Oriented Energy Decomposition

Interframe Motion Estimation

Fig. 1. Overview of visual tracking approach. (top) Two frames from a video where a
book is being tracked. The left image is the first frame with a crop box defining the
target’s initial location. The right image is a subsequent frame where the target must
be localized. (middle) Spacetime oriented filters decompose the input into a series
of channels capturing spatiotemporal orientation; left-to-right the channels for each
frame correspond roughly to horizontal static structure, rightward and leftward motion.
(bottom) Interframe motion is computed using the oriented energy decomposition.

where x = (x, y, t) are spatiotemporal image coordinates, I is an image, and ∗
denotes the convolution operator. It is the bandpass nature of the G2 and H2

filters during the computation of (1) that leads to the energies’ invariance to
additive image intensity variations.

The initial definition of local energy measurements, (1), is dependent on image
contrast (i.e., it will increase monotonically with contrast). To obtain a purer
measure of the relative contribution of orientations irrespective of image contrast,
pixelwise normalization is performed,

Ê (x; θ, γ) =
E (x; θ, γ)

∑
γ̃

∑
θ̃ E

(
x; θ̃, γ̃

)
+ ε

, (2)

where ε is a constant introduced as a noise floor and to avoid numerical insta-
bilities when the overall energy content is small. Additionally, the summations,
(2), consider all scales and orientations at which filtering is performed (here, the
convention is to use˜for variables of summation). The representation’s invariance
to multiplicative intensity changes is a direct result of this normalization, (2).

2.2 Target Representation

Depending on the tracking architecture being employed, pixelwise energy mea-
surements, (2), can be manipulated to define various target representations (e.g.,
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collapsed to form an energy histogram, parameterized by orientation and scale
[10]). The present approach retains the target’s spatial organization by defining
the representation in terms of a pixelwise template for tracking based on para-
metric registration of the template to the image across a sequence [21,4,6]. In
particular, the template is initially defined as

T (x, y, θ, γ) = Ê (x, y, t0; θ, γ) (3)

for energies measured at some start time, t0, and spatial support, (x, y), over
some suitably specified region. Thus, the template is indexed spatially by posi-
tion, (x, y), and at each position it provides a set of θ × γ energy measurements
that indicate the relative presence or absence of spacetime orientations. It will
be shown in Sec. 3 that retaining pixelwise organization leads to significantly
better performance than collapsing over target support, as in [10].

As an illustrative example, Fig. 1 shows a sample oriented energy decompo-
sition where a book is moving to the left in front of a cluttered background.
Consideration of the first channel shows that it responds strongly to horizontal
static structures both on the book and in the background. The second channel
corresponds roughly to rightward motion and as such, results in negligible energy
across the entire image frame. Significantly, note how the third channel tuned
roughly to leftward motion yields strong energy responses on the book and small
responses elsewhere, effectively differentiating between target and background.

Finally, note that the target representation, (3), is in contrast to standard
template tracking-based systems that typically only utilize a single channel of
intensity features during estimation [4,6]. Further, even previous approaches that
have considered multiple measurements/pixel make use of only spatially derived
features (e.g., [20]), which will be shown in Sec. 3 to significantly limit perfor-
mance in comparison to the current approach.

2.3 Robust Motion Estimation

Tracking using a pixelwise template approach consists of matching the template,
T , to the current frame of the sequence so as to estimate and compensate for
the interframe motion of the target. In the present approach, both the template,
T , and the image frame, I, are represented in terms of oriented energy mea-
surements, (2). To illustrate the efficacy of this representation, an affine motion
model is used to capture target interframe motion, as applicable when the tar-
get depth variation is small relative to the camera-to-target distance [25,22,23].
Further, the optical flow constraint equation (OFCE) [17] is used to formulate
a match measure between features (oriented energies) that are aligned by the
motion model. Under a parametric model, the OFCE can be written as

∇�Êu (a) + Êt = 0 , (4)

where ∇�Ê =
(
Êx, Êy

)
are the first-order spatial derivatives of the image

energy measurements, (2), for some specific orientation, θ, and scale, γ, Êt is
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the first order temporal derivative, u = (u, v)� is the flow vector, and a =
(a0, a1, . . . a5)

� are the six affine motion parameters for the local region. The
affine motion model is explicitly defined as

u (x, y;a) = (a0 + a1x + a2y, a3 + a4x + a5y)� . (5)

The affine parameters, a, are estimated by minimizing the error in the constraint
equation, (4), summed over the target support. Significantly, in the present ap-
proach the target representation spans not just a single image plane, but multiple
feature channels (orientations and scales) of spatiotemporal oriented energies. As
a result, the error minimization is performed across the target support and over
all feature channels. To measure deviation from the optical flow constraint, a
robust error metric, ρ(η, σ), is utilized [6]. The robust metric is beneficial for
occlusion events, imprecise target delineations that include background pixels,
and target motion that deviates from the affine motion model (e.g., non-rigid,
articulated motion). With the above considerations in mind, the affine motion
parameters, defining the interframe target motion, are taken as

argmin
a

∑

x̃

∑

θ̃

∑

γ̃

ρ
[
∇�Ê

(
x̃, ỹ, t; θ̃, γ̃

)
u (a) + Êt

(
x̃, ỹ, t; θ̃, γ̃

)
, σ

]
, (6)

where summations are across target support, x̃ = (x̃, ỹ), as well as all feature
channel orientations, θ̃, and scales, γ̃. In the present implementation, the Geman-
McClure error metric [18] is utilized with σ the robust metric width, as suggested
in [6]. The minimization to yield the motion estimate, (6), is performed using a
gradient descent procedure [6]. To increase the capture range of the tracker, the
minimization process is performed in a coarse-to-fine fashion [4,6].

The affine parameters estimated using (6) bring the target template into align-
ment with the closest matching local set of oriented energy features that are de-
rived from the current image frame. At the conclusion of processing each frame,
the position of the target is updated via the affine motion estimates, a, forming
a track of the target across the video sequence. After target positional updating
has been completed, the next video frame is obtained and the motion estimation
process between the template and the new image data is performed. This process
is repeated until the end of the video is reached.

2.4 Template Adaptation

Tracking algorithms require a means of ensuring that the internal target rep-
resentation (i.e., the template) remains up-to-date with the true target charac-
teristics in the current frame, especially when tracking over long sequences. For
the proposed tracker, template adaptation is necessary to ensure that changes
in target appearance (e.g., target rotation, addition/removal of clothing ac-
cessories, changing facial expression) and dynamics (e.g., speeding up, slowing
down, changing direction) are accurately represented by the current template.
In the present implementation, a simple template update scheme is utilized that
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computes a weighted combination of the aligned, optimal candidate oriented
energy image features in the current frame, Ci, and the previous template

T i+1 (x, θ, γ) = αT i (x, θ, γ) + (1 − α) Ci (x, θ, γ) , (7)

where α is a constant adaptation parameter controlling the rate of the updates
(c.f., [19]). Although this update mechanism is far from the state-of-the-art in
adaptation [20,23,3], the implementation achieves competitive results due to the
overall strength of the pixelwise oriented energy feature set.

To summarize, Fig. 1 provides an overview of the entire system.

3 Empirical Evaluation

Three experiments were performed on the resulting system to assess its ability to
track affine deformations, determine the power of the pixelwise spatiotemporal
oriented energy representation, and compare its performance against alternative
trackers. For all three experiments, unless otherwise stated, the following pa-
rameters were used. For the representation, 10 orientations were selected as they
span the space of 3D orientations for the highest order filters that were used
(i.e., H2). The particular orientations selected were the normals to the faces of
an icosahedron, as they evenly sample the sphere. Energies were computed at
a single scale, corresponding to direct application of the oriented filters to the
input imagery. For motion estimation, coarse-to-fine processing operated over 4
levels of a Gaussian pyramid built on top of the oriented energy measurements.
Templates were hand initialized and updated with α ≈ 0.9. Video results for all
experiments are available in supplemental material and online [1].

Experiment 1: Tracking affine deformations. This experiment illustrates
the ability of the proposed system to estimate a wide range of affine motions
when tracking a planar target (book) against a similarly complicated texture
background; see Fig. 2. The target undergoes severe deformations including sig-
nificant rotation, shearing, and scaling. While other feature representations (e.g.,
pixel intensities) also might perform well in these cases, the experiment docu-
ments that the spatiotemporal oriented energy approach, in particular, succeeds
when experiencing affine deformations and that the motion estimator itself is
capable of achieving excellent performance.

It is seen that the system accurately tracks the book throughout all tested
cases. Performance decreases slightly when the book undergoes significant rota-
tion. This drop is not alarming because part of the oriented energy representation
encompasses the spatial orientation of the target, which is clearly changing dur-
ing a rotation. Despite this “appearance change” (under the proposed feature
representation), success is had for three reasons. (i) Template updates adjust
the internal template representation to more accurately represent the target in
the current frame. (ii) The filters used in computing the oriented energies (G2

and H2) are broadly tuned and allow for inexact matches. (iii) The tracker
can utilize other aspects of the rich representation (e.g., motion) that remain
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40 140 240 340

10 80 140 190

10 120 220 310

Fig. 2. Tracking through affine deformations. (row 1) Translation and subsequent ro-
tation as the book rotates in plane over 90◦. (row 2) Shearing as book rotates sig-
nificantly out-of-plane. (row 3) Scaling as book moves toward camera. Orange box
indicates tracked target.

relatively constant throughout the rotation. It is expected that if a more elabo-
rate template update scheme were used, the results could be further improved.

Experiment 2: Feature set comparison. This experiment provides a com-
parison between the proposed spatiotemporal oriented energy features and two
alternatives. In all cases, the motion estimation and template updates are iden-
tical (i.e., according to Sections 2.3 and 2.4). The single differentiating factor is
the feature set. In the first system, pixelwise spatiotemporal oriented energies
were used (10 orientations, as above) while the second tracker simply employed
pixelwise raw image intensities. The third feature representation was purely spa-
tial oriented energies, computed at four orientations (0◦, 45◦, 90◦, and 135◦), so
as to span the space of 2D orientations for the highest order filters.

Five difficult, publicly available video sequences were used to demonstrate the
points of this experiment. All five videos with ground truth can be downloaded
[1,3]. The videos are documented in Table 1; results are shown in Fig. 3. To

Table 1. Experiments 2 and 3 video documentation. See Figs. 3 and 4 for images.

Occluded Face 2 [3]: Facial target. In plane target rotation. Cluttered background.
Appearance change via addition of hat. Significant occlusion by book and hat.

Sylvester [23]: Hand-held stuffed animal target. Fast erratic motion, including
out-of-plane rotation/shear. Illumination change across trajectory.

Tiger 2 [3]: Hand-held stuffed animal target. Small target with fast erratic motion.
Cluttered background/foreground. Occlusion as target moves amongst leaves.

Ming [23]: Facial target. Variable facial expression. Fast motion. Significant
illumination change across trajectory.

Pop Machines [original]: Similar appearing targets with crossing trajectories. Low
quality surveillance video. Harsh lighting. Full occlusion from central pillar.
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145 260 400 665

300 445 580 1009

16 59 85 355

230 727 1090 1467

6 1313 3434 57

Fig. 3. Feature comparisons. Frame numbers are shown in the top left corner of each
image. Top-to-bottom by row, shown are Occluded Face 2, Sylvester, Tiger 2, Ming,
and Pop Machines of Table 1. Orange, purple, and green boxes are for spatiotemporal
oriented, purely spatial oriented, and raw intensity features, resp.

ensure fair comparison with previous literature, the initial tracking boxes were
set to the ground truth coordinates for the selected start frames, where available.
For Pop Machines, trackers were initialized at the onset of each target’s motion.

This second experiment clearly illustrates the fact that the choice of feature
representation is critical in overcoming certain challenges in tracking including,
illumination changes, clutter, appearance changes, and multiple targets with
similar appearance. With reference to Fig. 3, illumination changes are problem-
atic for the pure intensity features, as can be seen in the results from the Ming
(Frames 727 and 1090) and Sylvester (Frame 445) sequences. Bandpass filter-
ing, (1), and normalization, (2), allows both energy-based approaches to track,
relatively unaffected, through these illumination variations. The Occluded Face
2 (Frame 400) and Tiger 2 (Frames 59 and 85) videos demonstrate that the
purely spatially-based features (both raw intensity and orientation) can easily
be distracted by complicated cluttered scenery, especially when the target un-
dergoes a slight change in appearance (e.g., rotation of head, partial occlusion by
foliage, motion blur). The addition of motion information in the spatiotemporal
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approach provides added discriminative power to avoid being trapped by clutter.
Appearance changes caused by out of plane rotations in Sylvester (Frame 580)
and the addition of a hat in Occluded Face 2 (Frame 665) are also problematic for
the raw intensity features and the spatial oriented energies; however, motion in-
formation allows the spatiotemporal approach to succeed during the appearance
changes. Notice also that when the motion changes rapidly (Sylvester, Tiger 2),
the spatiotemporal approach can still maintain track, as the spatial component
of the representation remains stable while the motion component adapts via up-
date, (7). Finally, in Pop Machines the spatiotemporal energy representation is
able to achieve success where the alternatives at least partially lose track of both
targets. In this case, motion information is critical in distinguishing the targets,
given their similar appearance. Success is had with the proposed approach even
as the targets cross paths and with the pillar providing further occlusion.

Experiment 3: Comparison against alternative trackers. In this exper-
iment, analyses are conducted that show the proposed spatiotemporal oriented
energy tracker (SOE) meets or exceeds the performance of several alterna-
tive strong trackers. The trackers considered are the multiple instance learn-
ing tracker (MIL) [3], the incremental visual tracker (IVT) [23], and a tracker
that uses a similar oriented energy representation, but that is spatially collapsed
across target support to fit within the mean shift framework (MS) [10]. The
parameters for the competing algorithms were assigned values that were recom-
mended by the authors or those that provided superior results. The videos used
for this experiment are the same ones used in Exp. 2.

Figure 4 shows qualitative tracker results. For Occluded Face 2, SOE and IVT
provide very similar qualitative results; whereas, MIL becomes poorly localized
during the later stages of the video. The collapsing of spatial arrangement infor-
mation in conjunction with a loose initial target window limits the performance of
MS, as it is distracted onto the background. Also problematic for MIL and MS
is that they only estimate translation, while the target rotates. In Sylvester, IVT
experiences a complete failure when the target suddenly rotates toward the cam-
era (rapid appearance change). MIL follows the target throughout the entire se-
quence, but at times the lighting and appearance changes (caused by out-of-plane
rotations) move the tracking window partially off-target. MS also tracks the tar-
get throughout the sequence, but allows its target window to grow gradually too
large due to a relatively unstructured background and no notion of target spatial
organization. SOE performs best due to the robustness of its features to illumina-
tion changes and their ability to capitalize on motion information when appear-
ance varies rapidly. In Tiger 2, SOE struggles somewhat relative to MIL. Here,
the small target combined with rapid motion makes it difficult for the employed
coarse-to-fine, gradient-basedmotion estimator to obtain accurate updates. These
challenges make this sequence favorable to trackers that make use of a “spotting
approach” (e.g., MIL). The result for SOE is that it lags behind during the fastest
motions; although, it “catches-up” throughout. With Ming, SOE and IVT pro-
vide accurate tracks that are qualitatively very similar. MIL cannot handle the
large scale changes that the target undergoes throughout this video and as such,
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often ends up only tracking a fraction of the target. MS again follows the target
but with a tracking window that grows too large. Finally, in Pop Machines, since
the two individuals within the scene look very similar and walk closely to one an-
other, MIL has difficulty distinguishing between them. For much of the video se-
quence, both of the MIL tracking windows are following the same individual. On
the other hand, MS and IVT cannot surmount the full occlusions caused by the
foreground pillar. Only SOE’s feature representation, which encompasses target
dynamics and spatial organization, is capable of distinguishing between the tar-
gets and tracking them both to the conclusion of the video.

In comparing the performance of the proposed SOE to the previous approach
that made use of spatiotemporal oriented energy features for tracking, MS, the
benefits of maintaining spatial organization (as provided by SOE, but not MS)
are well documented. MS shows a tendency to drift onto non-target locations
that share similar feature characteristics with the target when they are collapsed
across support regions (e.g., occluding book in Occluded Face 2, backgrounds in
Ming and Sylvester). In contrast, SOE does not exhibit these problems, as it
maintains the spatial organization of the features via its pixelwise representation
and the targets are distinguished from the non-target locations on that basis.

Figure 5 shows quantitative error plots for the trackers considered. Since MIL
is stochastic, it was run 5 times and its errors averaged [3]. Ground truth for
Occluded Face 2, Sylvester and Tiger 2 were available previously [3]; ground
truth was manually obtained for the Ming and Pop Machines videos. The plots
largely corroborate the points that were observed qualitatively. For instance,
the minor failure of MIL near the end of Occluded Face 2 is indicated by the
rapid increase in error. Also in Occluded Face 2, a transient increase in error
(Frames 400 — 600) can be observed for SOE and IVT as they accurately
track the target’s rotation whereas the ground truth is provided more coarsely
as target translation [3]. Similarly, the complete failure of IVT near frame 700 of
Sylvester is readily seen. Also, the tendency of SOE to lag and recover in Tiger
2 is captured in the up/down trace of its error curve, even as it remains generally
below that of IVT and MS, albeit above MIL. For Ming, the excellent tracks
provided by SOE and IVT are visible. It can also be seen that MS experiences
a sudden failure as it partially moves off the target near the beginning of the
sequence. However, MS eventually re-centers itself and provides centers of mass
comparable to MIL. In the plots for Pop Machines, the upward ramps for IVT,
MIL, and MS show how the errors slowly increase when the tracking windows
fall off of a target as it continues to move progressively away. In contrast, SOE
enjoys a relatively low error throughout for both targets.

To summarize the quantitative plots in Fig. 5, the center of mass pixel distance
error was averaged across all frames, yielding the summary statistics in Table 2.
Although the proposed SOE does not attain the best performance for every
video, it is best in three cases (with one tie) and second best in the remaining
two cases (trailing the best by only 3 pixels in one case). IVT also scores two
top places, in one case tied with, and in the other only slightly better than SOE.
Further, all trackers except SOE experience at least one complete failure where
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260 421 621 721

241 581 621 891

17 217 338 355

315 725 925 1101

5 1515 3434 55

Fig. 4. Comparison to alternative trackers. Top-to-bottom as in Fig. 3. Orange, green,
purple, and teal show results for proposed SOE, IVT, MIL, and MS trackers, resp.

the tracking window falls off target and does not re-establish a track before the
end of the sequence. Overall, these results argue for the superior performance of
SOE in comparison to the alternatives considered.

4 Discussion and Summary

The main contribution of the presented approach to visual tracking is the in-
troduction of a novel target representation in terms of pixelwise spatiotemporal
oriented energies. This representation uniformly captures both the spatial and
temporal characteristics of a target with robustness to illumination to yield an
uncommonly rich feature set, supporting tracking through appearance and il-
lumination changes, erratic motion, complicated backgrounds and occlusions.
A limitation of the current approach is its lack of explicit modeling of back-
ground motion, e.g., as encountered with an active camera, which may make
the temporal components of the target features less distinctive compared to the
background. In future work, various approaches can improve the system in this
regard (e.g., background stabilization [8] and automatic selection of a subset of
spatiotemporal features distinguishing the target vs. the background [11]).
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Fig. 5. Quantitative results for Experiment 3. Each plot shows the Euclidean pixel
error between the ground truth and tracker center of mass. Row 1, left-to-right, results
for Occluded Face 2, Sylvester, Tiger 2, and Ming. Row 2, left-to-right, Pop Machines
target 1 (starting on right) and target 2 (starting on left).

Table 2. Summary of quantitative results. Values listed are pixel distance errors for
the center of mass points. Green and red show best and second best performance, resp.

Algorithm Occluded Face 2 Sylvester Tiger 2 Ming Pop Machines

SOE (proposed) 9 8 22 3 13
IVT 6 92 39 3 49
MIL 19 13 11 19 26
MS 75 19 40 29 76

The proposed approach has been realized in a software system for visual track-
ing that uses robust, parametric motion estimation to capture frame-to-frame
target motion. Evaluation of the system on a realistic set of videos confirms the
approach’s ability to surmount significant tracking challenges (multiple targets,
illumination and appearance variation, fast/erratic motion, clutter and occlu-
sion) relative to a variety of alternative state-of-the-art trackers.

References

1. http://www.cse.yorku.ca/vision/research/oriented-energy-tracking

2. Adelson, E., Bergen, J.: Spatiotemporal energy models for the perception of motion.
JOSA A 2(2), 284–299 (1985)

3. Babenko, B., Yang, M., Belongie, S.: Visual tracking with online multiple instance
learning. In: CVPR, pp. 983–990 (2009)

4. Bergen, J., Anandan, P., Hanna, K., Hingorani, R.: Hierarchical model-based mo-
tion estimation. In: Sandini, G. (ed.) ECCV 1992. LNCS, vol. 588, pp. 237–252.
Springer, Heidelberg (1992)

5. Birchfield, S., Rangarajan, S.: Spatiograms versus histograms for region-based
tracking. In: CVPR, vol. 2, pp. 1158–1163 (2005)

6. Black, M., Anandan, P.: The robust estimation of multiple motions: parametric
and piecewise-smooth flow fields. CVIU 63(1), 75–104 (1996)

http://www.cse.yorku.ca/vision/research/oriented-energy-tracking


524 K.J. Cannons, J.M. Gryn, and R.P. Wildes

7. Bogomolov, Y., Dror, G., Lapchev, S., Rivlin, E., Rudzsky, M.: Classification of
moving targets based on motion and appearance. In: BMVC, pp. 142–149 (2003)

8. Burt, P., Bergen, J., Hingorani, R., Kolczynski, R., Lee, W., Leung, A., Lubin,
J., Shvayster, H.: Object tracking with a moving camera. In: Motion Wkshp, pp.
2–12 (1989)

9. Cannons, K.: A review of visual tracking. Technical Report CSE-2008-07, York
University, Department of Computer Science and Engineering (2008)

10. Cannons, K., Wildes, R.: Spatiotemporal oriented energy features for visual track-
ing. In: Yagi, Y., Kang, S.B., Kweon, I.S., Zha, H. (eds.) ACCV 2007, Part I.
LNCS, vol. 4843, pp. 532–543. Springer, Heidelberg (2007)

11. Comaniciu, D., Ramesh, V., Meer, P.: Kernel-based object tracking. PAMI 25(5),
564–575 (2003)

12. Derpanis, K., Sizintsev, M., Cannons, K., Wildes, R.: Efficient action spotting
based on a spacetime oriented structure representation. In: CVPR (2010)

13. Elgammal, A., Duraiswami, R., Davis, L.: Probabilistic tracking in joint feature-
spatial spaces. In: CVPR, pp. 781–788 (2003)

14. Freeman, W., Adelson, E.: The design and use of steerable filters. PAMI 13(9),
891–906 (1991)

15. Granlund, G., Knutsson, H.: Signal Processing for Computer Vision. Kluwer, Dor-
drecht (1995)

16. Hager, G., Dewan, M., Stewart, C.: Multiple kernel tracking with SSD. In: CVPR,
vol. 1, pp. 790–797 (2004)

17. Horn, B.: Robot Vision. MIT Press, Cambridge (1986)
18. Huber, P.: Robust Statistical Procedures. SIAM Press, Philadelphia (1977)
19. Irani, M., Rousso, B., Peleg, S.: Computing occluding and transparent motions.

IJCV 12(1), 5–16 (1994)
20. Jepson, A., Fleet, D., El-Maraghi, T.: Robust on-line appearance models for visual

tracking. PAMI 25(10), 1296–1311 (2003)
21. Lucas, B., Kanade, T.: An iterative image registration technique with application

to stereo vision. In: DARPA IUW, pp. 121–130 (1981)
22. Meyer, F., Bouthemy, P.: Region-based tracking using affine motion models in long

image sequences. CVGIP: Image Understanding 60(2), 119–140 (1994)
23. Ross, D., Lim, J., Lin, R., Yang, M.: Incremental learning for robust visual tracking.

IJCV 77, 125–141 (2008)
24. Sato, K., Aggarwal, J.: Temporal spatio-velocity transformation and its applica-

tions to tracking and interaction. CVIU 96(2), 100–128 (2004)
25. Shi, J., Tomasi, C.: Good features to track. In: CVPR, pp. 593–600 (1994)
26. Sizintsev, M., Wildes, R.: Spatiotemporal stereo via spatiotemporal quadric ele-

ment (stequel) matching. In: CVPR, pp. 493–500 (2009)
27. Stauffer, C., Grimson, W.: Learning patterns of activity using real-time tracking.

PAMI 22(8), 747–757 (2000)
28. Takala, V., Pietikainen, M.: Multi-object tracking using color, texture and motion.

In: ICCV (2007)
29. Wildes, R., Bergen, J.: Qualitative spatiotemporal analysis using an oriented energy

representation. In: Vernon, D. (ed.) ECCV 2000. LNCS, vol. 1843, pp. 768–784.
Springer, Heidelberg (2000)

30. Wren, C., Azarbayejani, A., Darrell, T., Pentland, A.: Pfinder: Real-time tracking
of the human body. PAMI 19(7), 780–785 (1997)

31. Zaharescu, A., Wildes, R.: Anomalous behaviour detection using spatiotemporal
oriented energies, subset inclusion histogram comparison and event-driven process-
ing. In: Daniilidis, K., Maragos, P., Paragios, N. (eds.) ECCV 2010, Part I. LNCS,
vol. 6311, pp. 563–576. Springer, Heidelberg (2010)


	Visual Tracking Using a Pixelwise Spatiotemporal Oriented Energy Representation
	Introduction
	Technical Approach
	Features: Spatiotemporal Oriented Energies
	Target Representation
	Robust Motion Estimation
	Template Adaptation

	Empirical Evaluation
	Discussion and Summary



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 290
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 290
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 800
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037002e000d00500072006f00640075006300650073002000500044004600200062006f006f006b00200069006e006e006500720077006f0072006b002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


