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Abstract

Context: Code changes to software occur due to various reasons such as bug fixing, new feature addition, and code refactoring. Change intents have been studied for years to help developers understand the rationale behind code commits. However, in most existing studies, the intent of the change is rarely leveraged to provide more specific, context aware analysis.

Objective: In this paper, we present the first study to leverage change intent to characterize and identify Large-Review-Effort (LRE) changes—changes with large review effort.

Method: Specifically, we first propose a feedback-driven and heuristics-based approach to identify change intents of code changes. We then characterize the changes regarding review effort by using various features extracted from change metadata and the change intents. We further explore the feasibility of automatically classifying LRE changes. We conduct our study on four large-scale projects, one from Microsoft and three are open source projects, i.e., Qt, Android, and OpenStack.

Results: Our results show that, (i) code changes with some intents (i.e., Feature and Refactor) are more likely to be LRE changes, (ii) machine learning based prediction models are applicable for identifying LRE changes, and (iii) prediction models built for code changes with some intents achieve better performance.
than prediction models without considering the change intent, the improvement in AUC can be up to 19 percentage points and is 7.4 percentage points on average.

**Conclusion:** The change intent analysis and its application on LRE identification proposed in this study has already been used in Microsoft to provide the review effort and intent information of changes for reviewers to accelerate the review process. To show how to deploy our approaches in real-world practice, we report a case study of developing and deploying the intent analysis system in Microsoft. Moreover, we also evaluate the usefulness of our approaches by using a questionnaire survey. The feedback from developers demonstrate its practical value.

*Keywords:* Change intent analysis, review effort, machine learning

1. **Introduction**

   Code changes to software occur due to various reasons such as bug fixing, feature addition, and code refactoring. Often different changes have different motivations on behalf of the developers. For example, it is possible that a code merge, refactoring change, new feature addition all have different risk profiles due to the fact that they are different types of work actions performed by developers. In the past, in the large body of existing work about change analysis [26, 15, 43, 47], changes are all considered to be uniform. It is our goal in the paper to investigate if all changes are equal or if using the change intent for an example scenario of effort prediction, i.e., predicting changes that require large review effort, would result in building better, more accurate context-aware models.

   This paper presents the first study to leverage change intent [70, 9] to characterize and understand *Large-Review-Effort (LRE) changes*, i.e., changes that have more than two iterations of code review. Other changes are treated as *regular changes*. In this study, we characterize the uniqueness of the *LRE changes* by using various features collected from the change metadata and the change
intents, and explore the feasibility of automatically identifying the LRE changes by building machine learning based classifiers.

First, for understanding the change intent, following existing studies [24, 23, 36, 35], we use heuristics to annotate changes with different change intents by analyzing the commit messages, e.g., changes made for fixing bugs are labelled as ‘Bug Fix’. For obtaining accurate change intents, we propose a feedback-driven approach to design and refine the heuristics. Our manual evaluation shows the heuristics for categorizing changes achieve an accuracy higher than 80% on each category. Second, in order to characterize the changes, we have collected various features from the metadata of changes and change intents, such as the process features [86, 26, 85], author information and experience, and the Word2Vec [45, 8] features generated from the commit messages to represent the changes. Third, based on the collected features, we further explore the feasibility of building machine learning based prediction models, i.e., Alternating Decision Tree (ADTree), Logistic Regression (Logistic), Naïve Bayes (NB), Support Vector Machine (SVM), and Random Forest (RF), to classify the changes with and without considering the change intents. To evaluate the practical value of our work, we have conducted a case study to discuss the development and deployment of our proposed change intent analysis tool in Microsoft and a survey to further evaluate the usefulness and effectiveness of our proposed approach.

This paper makes the following contributions:

• We propose a feedback-driven and heuristics-based approach to classify code changes into different change intents accurately for understanding changes.

• We show that change intents have a strong correlation with the review effort of the changes and changes with some intents (i.e., Feature and Refactor) are more likely to have more review iterations.

• We explore the feasibility of leveraging machine learning models to identify LRE changes on one project from Microsoft (referred to as Microsoft
Experiment results suggest that machine learning based models can be used to identify LRE changes. Random Forest, which is the best prediction model in our experiments, achieves AUC values larger than 0.71 on each of the four projects.

- We show that code review effort prediction models built on changes with particular change intents achieve better performance than the general prediction models that do not consider the change intents. The tool developed in this study has already been used in Microsoft to provide the review effort and intent information of changes for reviewers to accelerate the review process.

- We have conducted a case study to show the deployment of the intent analysis system in Microsoft. In addition, a questionnaire survey have been conducted to show the usefulness of our approaches.

- We have released our data and source code to collect features, label changes, and build LRE change classification models for facilitating the replication of our study.

The rest of this paper is organized as follows. Section 2 presents the background and motivation. Section 3 describes the methodology of our approach. Section 4 shows the experimental setup. Section 5 presents the evaluation results. Section 6 presents our case study on the deployment of the intent analysis system in Microsoft. Section 7 discusses open questions and our survey on the usefulness of our proposed approaches. Section 8 shows the threats to the validity of this work. Section 9 presents the related studies. Section 10 concludes this paper. This paper extends our prior publication presented at the 15th International Conference on Predictive Models and Data Analytics in Software.

Figure 1: The distributions of review durations (hour) for regular and LRE changes. Gray bars (●) denote regular changes, light gray bars (■) denote LRE changes.

Engineering (PROMISE’19). New materials with respect to the conference version include:

- We have conducted a case study to discuss the development and deployment of our proposed change intent analysis tool in Microsoft. The tool provides intent labelling service for pull requests with different intent categories for over 200 repositories inside Microsoft using the Azure DevOps platform [3] (Section 6). We believe our tool can provide practical guidelines for developing and integrating change intent analysis into real-world software development.

- We have conducted a survey to further evaluate the usefulness and effectiveness of our proposed approach. Feedback shows that more than 90% participants agree with the usefulness of our tool and would like to use it in real practice of code review process (Section 7.4).

- Additional details regarding the experimental design (Section 3), results analysis (Section 5), and related work (Section 9.2) are provided.

2. Background and Motivation

Code changes could be problematic, e.g., they may introduce quality issues such as bugs, improper implementations, and maintenance issues. As a consequence, reviewing them could require much more code review effort. This study focuses on exploring the code review effort of changes. Specifically, based on
the consensus of developers from Microsoft, we define a **Large-Review-Effort (LRE) change** as a code change that has more than two iterations of code review, e.g., if a code change cannot pass the first iteration of code review, developers have to conduct a second iteration of code review and even more iterations until they resolve all the review suggestions posted by reviewers. Other changes are treated as **regular changes**.

Code review is a manual inspection of source code by humans, aims at identifying potential defects and quality problems in the source code before its deployment in a live environment [11, 61, 48, 40]. However, such a manual inspection could be a time-consuming and expensive process [75, 61, 48, 40, 27, 62, 79]. For example, to effectively assess a code change, developers are required to read, understand, and critique the code change [62, 79].

In this section, we motivate this study by showing the review effort of **regular** and **LRE** changes, i.e., review duration and the number of reviewers involved. Specifically, for each **regular change** and **LRE change** from the four projects in Table 1 we collect its duration in the code review system and the number of reviewers involved. A reviewer is involved if s/he is in the “Reviewers” field. We use the difference between the submission timestamp and the resolution timestamp of a review request of a change to assess its review duration. Note that we use the review duration to estimate the time effort of reviewing a change, since the exact time cost to review each change is not recorded in the code review systems. We then average the review duration and the number of reviewers involved for all changes for each project.
Table 1: Projects used in this study. **#CR** is the number of changes. **LRERate** is the rate of **LRE changes**.

<table>
<thead>
<tr>
<th>Project</th>
<th>Lang</th>
<th>First Date</th>
<th>Last Date</th>
<th>#CR</th>
<th>LRERate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft</td>
<td>C#</td>
<td>5/05/2015</td>
<td>5/22/2018</td>
<td>&gt;100K</td>
<td>~15</td>
</tr>
<tr>
<td>Qt</td>
<td>C</td>
<td>5/17/2011</td>
<td>5/25/2012</td>
<td>23,041</td>
<td>39.28</td>
</tr>
<tr>
<td>Android</td>
<td>JAVA</td>
<td>7/18/2011</td>
<td>5/31/2012</td>
<td>7,120</td>
<td>31.75</td>
</tr>
<tr>
<td>OpenStack</td>
<td>Python</td>
<td>7/18/2011</td>
<td>5/31/2012</td>
<td>6,430</td>
<td>43.31</td>
</tr>
</tbody>
</table>

Figure 1 shows the distribution of review duration for each project. As shown in the figure, the average review duration of **LRE changes** could be 10X of that for **regular changes** (in project Android). Figure 2 shows the distribution of the number of reviewers involved to review both the **regular changes** and **LRE changes**. As we can see, on average reviewing the **LRE changes** requires more reviewers to collaborate together than reviewing the **regular changes** in each of the four projects.

We further conduct the Mann-Whitney U test (p < 0.05) to compare the differences of review duration and the number of involved between the two groups of changes. The results suggest that the review duration and the number of involved of **LRE changes** are significantly larger than that of **regular changes** respectively. Intuitively, finding **LRE changes** when they are submitted for code review, i.e., pre-merge and pre-deployment, can provide the review effort and intent information of changes for reviewers to accelerate the review process.

3. Approach

Figure 3 illustrates that our approach consists of four steps: (1) labeling each history change as a **regular change** or a **LRE change** (Section 3.1), (2) analyzing
Table 2: Heuristics for categorizing changes.

<table>
<thead>
<tr>
<th>Change Intent</th>
<th>Description</th>
<th>Heuristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bug Fix</td>
<td>changes are made to fix bugs</td>
<td>1. the commit message contains keywords: “bug” or “fix” AND 2. the commit message does not contain keywords: “test case” or “unit test”</td>
</tr>
<tr>
<td>Resource</td>
<td>changes are made to update non-source code resources, configurations, or documents</td>
<td>1. the commit message contains keywords: “conf” or “license” or “legal” OR 2. if no keyword is matched in step 1, the changed files do not involve any source/test files</td>
</tr>
<tr>
<td>Feature</td>
<td>changes are made to implement new or update existing features</td>
<td>1. the commit message contains keywords: “update” or “add” or “new” or “create” or “add” or “implement feature” OR 2. changes in the ‘Other’ category that contain keywords: “enable” or “add” or “update” or “implement” or “improve”</td>
</tr>
<tr>
<td>Test</td>
<td>changes are made to add new or update existing test cases</td>
<td>1. the commit message contains the keyword: “test” OR 2. the changed files contain only test files or resource files</td>
</tr>
<tr>
<td>Refactor</td>
<td>changes are made to refactor existing code</td>
<td>the commit message contains the keyword: “refactor”</td>
</tr>
<tr>
<td>Merge</td>
<td>changes are made to merge branches</td>
<td>the commit message contains keywords: “merge” or “merging” or “integrate” or “integrated” or “integrated”</td>
</tr>
<tr>
<td>Deprecate</td>
<td>changes are made to remove deprecated code</td>
<td>the commit message contains keywords: “deprecate” or “delete” or “clean up”</td>
</tr>
<tr>
<td>Auto</td>
<td>changes that are committed by automated accounts or bots</td>
<td>the change is submitted by automated accounts or bots</td>
</tr>
<tr>
<td>Others</td>
<td>changes that are not in any of the above categories</td>
<td>-</td>
</tr>
</tbody>
</table>
the change intents of all the changes (Section 3.2), (3) extracting features to
represent the changes (Section 3.3), and (4) using the features and labels to
build and train prediction models and then predicting new changes with the
well-trained models (Section 3.4).

3.1. Labeling LRE Changes

The first step of our approach is to label each change as a regular change or
a LRE change based on its code review history. Specifically, for the Microsoft
project, we extracted its code review database, and checked the code review
iteration count for each change, if it has more than two iterations of code review,
we labeled it as a LRE change (based on the consensus of developers from
Microsoft) otherwise we labeled it as a regular change. For the three open-
source projects, since their code review systems do not maintain the code review
iteration count, we use a heuristic approach to collect the regular and LRE
changes. Specifically, in their code review system, a code review request of a
change may have multiple iterations of code review, for each iteration, developers
may submit a patchset to be reviewed, a patchset may have multiple patches.
We counted the number of patchset for each code change. If the number of
submitted patchsets is larger than two, we labeled the change as LRE otherwise
we labeled it as regular.

3.2. Intent Analysis

Many approaches have been proposed to characterize and classify changes
based on the change intents [70, 58, 1, 24]. Most of them consider the high-level
change intents, e.g., corrective, adaptive, or perfective [70]. In this study, we
leverage the fine-grained change intent categories proposed in Hindle et al. [24],
which is shown in its Table 3, to categorize changes. Note that there are more
than 20 different categories described in [24]. We started with manual analy-
sis on 200 randomly selected changes from the four projects, and found that
some of the categories have very few numbers of changes, e.g., ‘Legal’, ‘Build’,
‘Branch’ have less than three changes. We then group the small categories into
larger ones for obtaining more instances. For example, we have grouped ‘Legal’,
grouped ‘Rename’ and ‘Token Replace’ into ‘Refactor’, etc. After the group-
ing, we get eight types of change intents. Note that we also have an ‘Other’
category for changes that do not fall into any of the eight categories. In total,
we have nine types of change intents.

Table 2 shows the nine types of changes, their descriptions, and the heuristics
we used to automatically classify changes. Instead of manually labeling changes,
in this work we automate the classification process by using well-refined heuris-
tics. Thus, the accuracy of heuristics could significantly affect the result of
this study. To improve the accuracy of the classification of changes, we used
a feedback-driven approach to design and refine the heuristics for each type of
change intents and the details are as follows:

**Step 1**: With a randomly selected 200 instances, the first two authors first
classify them into the nine categories manually and independently. Specifically,
after reading the commit message and checking the changed files of a change,
they label the change based on their experience. For the classification conflicts
(less than 5%), the third author inspects them independently and the first three
authors make a decision for each conflict together. Then they initialize the
heuristics for each category. We use Cohen’s Kappa\(^2\) to measure the inter-coder
reliability of Step 1 and the score is 0.91.

**Step 2**: With the initialized heuristics, we classify all changes into at least
one of the nine categories. For each category, we randomly collect 50 instances
and the authors work together to check its accuracy manually.

**Step 3**: If the accuracy of the heuristics designed for a category (on the
randomly collected 50 instances from Step 2) is lower than 80%, we further
refine the heuristics and then redo **Step 2**, otherwise we keep the heuristics for
classifying changes.

Taking the ‘Test’ category as an example, in **Step 1**, we found that most
changes from it have keywords “test” or “testing” in their commit messages.

\(^2\)https://en.wikipedia.org/wiki/Cohen%27s_kappa
Thus, the initialized heuristics we designed for ‘Test’ is that the commit message of a change contains the keywords “test”. In **Step 2**, we randomly checked 50 of the collected changes labeled as ‘Test’. Our manual inspection revealed that almost half of them were false positives, and we also found that most of the false positives have irrelevant commit messages, e.g., “… use backup config if test fails …” and “… send a test message …”. To improve the heuristics, in **Step 3**, we added another heuristic, which is the changed files can only be test files (e.g., file names or paths contain the keyword “test”) or resource files. Then we redo **Step 2** again, by using the new heuristics, the accuracy of ‘Test’ category is around 90%.

We use the above steps to refine the heuristics of each category to ensure the classification of change intents has higher accuracy. Table 2 shows the final heuristics.

### 3.3. Feature Extraction

In this study, we use the following features for building machine learning based LRE change prediction models.

**Change Intent**: As code changes could be classified into different categories based on their intents, we assume that changes with different intents have different impacts on the review effort of changes. We use a vector to represent the change intents of a change. Each element in the vector is a binary value, i.e., 1 or 0, representing whether the change has that intent or not. The change intents we considered are listed in Table 2.

**Revision History**: As presented in previous research [30], the revision history of a file can be a factor to predict its quality. In this study, we also explore the impact of revision history on predicting LRE changes. Specifically, given a change, we collect the number of files in this change that have been revised in the last 30 and 90 days, and the number of revision on all the involved files of this change in the last 30 and 90 days.
**Owner Experience**: This set of features represent the experience of a change’s committer. We use a committer’s commit history information to represent her/his experience, which includes the total number of changes submitted, the total number of *LRE changes* submitted, and the rate of submitted *LRE changes*. We assume that the committer’s experience affects the review effort of the changes s/he submitted.

**Word2Vec Features**: Word embedding is a feature learning technique in natural language processing where individual words are no longer treated as unique features, but represented as a $d$-dimensional vector of real numbers that capture their contextual semantic meanings [45]. We train the embedding model by using all data from each project. With the trained word embedding model, each word can be transformed into a $d$-dimensional vector where $d$ is set to 100 as suggested in previous studies [82]. Meanwhile a code change can be transformed into a matrix in which each row represents a term in its commit message. We then transform the code change matrix into a vector by averaging all the word vectors the code change contains, as described in [82].

**Process Features**: Various process features have been shown to help predict software bugs [59, 26]. In this study, we use the following process features: code addition, code deletion, number of changed files, and the types of changed files. Note that for the types of changed files, following existing studies [25, 24], we group files into source files, test files, configuration files, scripts, documentations, and others based on their suffixes and file paths. Specifically, we consider files with extensions: `.java`, `.cs`, `.py`, `.js`, `.c`, `.cpp`, `.cc`, `.cp`, `.cxx`, `.c++`, `.h`, `.hpp`, `.hh`, `.hp`, `.hxx`, and `.h++`, as the source files. Among them, files that contain ‘test’ in the paths or file names are considered as test files. Files with extensions: `.script`, `.sh`, `.bash` are considered as scripts. Files with extensions: `.xml`, `.conf`, `.MF` are considered as configuration files. Files with extensions: `.htm`, `.html`, `.css`, `.txt`, are considered as documentation files. The left files are considered as others.

**Metadata**: In addition to the above features, we also use metadata features of changes. Specifically, given a code change, we collect its commit minute (0,
1, 2, …, 59), commit hour (0, 1, 2, …, 23), commit day in a week (Sunday, Monday, …, Saturday), commit day in a month (0, 1, 2, …, 30), commit month in a year (0, 1, 2, …, 11), and source file/path names.

All the features we used are available when the changes are submitted into the code review system.

3.4. Building Models and Predicting LRE Changes

After we obtain the features for changes, we split the data into the training and test datasets. We build and train the machine learning based prediction models on the training dataset and evaluate their performance on the test dataset. Following existing studies [29, 59, 23], we use 10-fold cross-validation to evaluate the prediction models. The process of 10-fold cross-validation is: 1) separating the data set into 10 partitions randomly; 2) using one partition as the test data and the other nine partitions as the training data; 3) repeating step 2) with a different partition as the test data until all data have a predicted label; 4) computing the evaluation results through comparison between the predicted labels and the actual labels of the data. This process helps reduce the bias in the error estimation of classification [28].

4. Experiment Setup

4.1. Research Questions

**RQ1:** What are the distributions of LRE and regular changes regarding change intents?

**RQ2:** Is it feasible to predict LRE changes by using machine learning based classifiers with features extracted from changes?

**RQ3:** Do the specific prediction models (classifiers trained on changes with a particular intent) outperform the general models (classifiers trained on all changes)?

**RQ4:** Does the performance of predicting LRE changes with a single intent differ from that of predicting LRE changes with multiple intents?
In RQ1, we aim at understanding the distributions of changes regarding the change intents. In RQ2, we explore the feasibility of predicting LRE changes. In RQ3, we aim to explore whether prediction models built on changes with particular intents can generate better performance. In RQ4, we investigate the difference in predicting LRE changes with a single intent and changes with multiple intents.

4.2. Experiment Data

To address our research questions, we perform empirical studies on software projects that actively adopt the code review process. We begin with the review dataset of Android, Qt, and OpenStack provided by Hamasaki et al. [18]. The three projects adopt the Gerrit\(^3\) code review system. We also expand the review dataset to include code review data from a large-scale proprietary project from Microsoft. It adopts a custom code review system, which shares a similar review process with Gerrit. Details of the projects are in Table 1.

Android\(^4\) is an operating system for mobile devices that is developed by Google. Qt\(^5\) is a cross-platform application and UI framework. OpenStack\(^6\) is an open-source software platform for cloud computing. The last project is a widely used web service from Microsoft.

4.3. Evaluation Measures

To measure the performance of predicting LRE changes, we use four metrics: Precision, Recall, F1, and AUC. These metrics are widely adopted to evaluate prediction tasks [94, 26, 86, 81, 72, 10, 83]. Here is a brief introduction:

\[
Precision = \frac{true\ positive}{true\ positive + false\ positive} \quad (1)
\]

\[
Recall = \frac{true\ positive}{true\ positive + false\ negative} \quad (2)
\]

\[^3\text{https://www.gerritcodereview.com/}\]
\[^4\text{https://www.android.com/}\]
\[^5\text{https://www.qt.io/developers/}\]
\[^6\text{https://www.openstack.org/}\]
\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Precision and recall are composed of three numbers regarding true positive, false positive, and false negative. True positive is the number of predicted LRE changes that are truly LRE changes, while false positive is the number of predicted LRE changes that are regular changes. False negative records the number of predicted regular changes that are LRE changes. F1 considers both precision and recall.

AUC is the area under the ROC curve, which measures the overall discrimination ability of a classifier. It has been widely used to evaluate classification algorithms in prediction tasks [57, 12, 92, 51, 52]. AUC can evaluate the ability of classifiers in discriminating between defective and clean modules. The AUC score for a perfect model would be 1, for random guessing would be 0.5. A machine learning model is considered applicable to classify a given dataset if the AUC score is larger than 0.7 [74].

5. Results and Analysis

5.1. RQ1: Distribution of Changes

Following the change intent taxonomy approach described in Section 4.1, we automatically label each change from the four projects. As reported in existing studies [46, 13], software changes could be made for multiple purposes, e.g., a change could be made for correcting bugs and refactoring existing code at the same time. Thus, we also label changes with multiple intents. Table 3 shows the number of changes, the percentage of changes with a particular change intent among all changes, and the percentage of LRE changes for each change intent in the four projects. In addition, we also show the numbers of changes that have single and multiple intents. Note that the ‘Auto’ changes only exist in Microsoft project and we find all of them are regular changes, thus we exclude these changes for building change prediction models. Since there exist overlaps
Table 3: Taxonomy of code changes. **#Change** is the number of code changes. **Percent** is the percentage of changes with a particular change intent among all the changes. **LRERate** is the rate of LRE changes, which is measured in a percentage. **Single** contains changes that have only one intent. **Multiple** contains changes that have multiple intents. For confidentiality reasons, we did not release the numbers from Microsoft.

<table>
<thead>
<tr>
<th>Change</th>
<th>Intent</th>
<th>Microsoft</th>
<th>Qt</th>
<th>Android</th>
<th>OpenStack</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Percent</td>
<td>LRERate</td>
<td>#Change</td>
<td>Percent</td>
</tr>
<tr>
<td>Bug Fix</td>
<td>~20</td>
<td>19.11</td>
<td>35.43</td>
<td>2,143</td>
<td>30.10</td>
</tr>
<tr>
<td>Resource</td>
<td>~39</td>
<td>8.98</td>
<td>28.56</td>
<td>1,561</td>
<td>21.92</td>
</tr>
<tr>
<td>Feature</td>
<td>~12</td>
<td>33.55</td>
<td>15.30</td>
<td>1,735</td>
<td>24.37</td>
</tr>
<tr>
<td>Test</td>
<td>~4</td>
<td>15.14</td>
<td>38.75</td>
<td>663</td>
<td>9.31</td>
</tr>
<tr>
<td>Refactor</td>
<td>~2</td>
<td>41.97</td>
<td>49.28</td>
<td>117</td>
<td>1.64</td>
</tr>
<tr>
<td>Merge</td>
<td>~4</td>
<td>14.67</td>
<td>35.02</td>
<td>245</td>
<td>3.44</td>
</tr>
<tr>
<td>Deprecate</td>
<td>~6</td>
<td>18.52</td>
<td>36.96</td>
<td>752</td>
<td>10.56</td>
</tr>
<tr>
<td>Auto</td>
<td>~10</td>
<td>0</td>
<td>/</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>Others</td>
<td>~15</td>
<td>20.96</td>
<td>40.21</td>
<td>1,513</td>
<td>21.25</td>
</tr>
<tr>
<td>Single</td>
<td>~87</td>
<td>17.12</td>
<td>40.69</td>
<td>5,802</td>
<td>81.50</td>
</tr>
<tr>
<td>Multiple</td>
<td>~13</td>
<td>14.71</td>
<td>35.13</td>
<td>1,317</td>
<td>18.50</td>
</tr>
</tbody>
</table>
among different change intents, the sum of the percentages of change intents is larger than 100.

As shown in Table 3, the distribution of changes regarding intents varies in different projects. We can see that changes are unevenly distributed regarding the intents. For example, changes with intents ‘Bug Fix’ and ‘Resource’ are dominating across the four projects, i.e., they take up more 50% of all the changes, while the percentages of changes with intents ‘Refactor’ and ‘Merge’ are less than 4%. Note that the distribution in our dataset is consistent with that of manually categorized changes from existing study [24], in which changes under categories Corrective (i.e., addressing failures), Adaptive (i.e., changes for data and processing environment), and Perfective (i.e., addressing inefficiency, performance, and maintainability issues) are dominating with a percentage higher than 60%, which also confirms the effectiveness of our automated heuristic-based change intent classification (details are presented in Section 3.2).

While ‘Feature’ and ‘Refactor’ have higher rates of LRE changes, this is reasonable since both the ‘Feature’ and ‘Refactor’ introduce new functionalities or restructure existing code snippets, which are easy to be problematic and require more code review effort. Category ‘Resource’ has a lower rate across the four projects. This may be because, compared to all other categories, changes in the ‘Resource’ category modify the source code rarely.

Software code changes are unevenly distributed regarding change intents. Changes with some change intents, i.e., ‘Feature’ and ‘Refactor’, have a higher probability to be LRE changes.

5.2. RQ2: Feasibility of Predicting LRE Changes

This question explores whether machine learning algorithms can learn models that identify among the submitted new changes under review. We use off-the-shelf machine learning algorithms from Weka [17] to build classification models. The used features include change intent, change history, owner experience, Word2Vec features, process features and metadata features (details are in Section 3.3).
Table 4: Comparison of different classifiers on predicting LRE changes. The best F1 and AUC values are in bold.

<table>
<thead>
<tr>
<th>Project</th>
<th>ADTree</th>
<th>Logistic</th>
<th>NB</th>
<th>SVM</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>AUC</td>
<td>F1</td>
<td>AUC</td>
<td>F1</td>
</tr>
<tr>
<td>Microsoft</td>
<td>0.40</td>
<td>0.65</td>
<td>0.37</td>
<td>0.72</td>
<td>0.37</td>
</tr>
<tr>
<td>Qt</td>
<td>0.53</td>
<td>0.62</td>
<td>0.54</td>
<td>0.72</td>
<td>0.41</td>
</tr>
<tr>
<td>Android</td>
<td>0.58</td>
<td>0.68</td>
<td>0.54</td>
<td>0.71</td>
<td>0.58</td>
</tr>
<tr>
<td>OpenStack</td>
<td>0.60</td>
<td>0.64</td>
<td>0.64</td>
<td>0.76</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Following existing studies [86, 23, 26, 94], we experiment with five widely used classifiers, i.e., Alternating Decision Tree (ADTree), Logistic Regression (Logistic), Naive Bayes (NB), Support Vector Machine (SVM), and Random Forest (RF). Note that this work does not intend to find the best-fitting classifiers or models, but to explore the feasibility of identifying LRE changes by using machine learning algorithms. Existing work [73] showed that selecting optimal parameter settings for machine learning algorithms could achieve better performance, thus we tune each of the classifiers with various parameters and use the ones that could achieve the best AUC value as our experiment settings. For each project, we build classification models and use the commonly used 10-fold cross-validation method to evaluate the prediction models [29, 59, 26, 23].

Table 4 shows the F1 and AUC values of each machine learning algorithm on the four experimental projects. Overall, of the five classifiers, RF consistently outperforms the others on each project. The improvements of RF compared to the other four classifiers range from 5.0 percentage points to 13.0 percentage points in AUC and 5.0 percentage points to 9.0 percentage points in F1. RF achieves similar AUC values on both the Microsoft project and open source projects, while it has a significantly lower F1 score (Wilcoxon signed-rank test, $p < 0.05$) on the Microsoft project. This may be because the Microsoft project has a lower rate of LRE changes, e.g., as shown in Table 1, the LRE rates of open-source projects are around 20.0 percentage points higher than that of the Microsoft project, which makes the data distribution more unbalanced in
the Microsoft project. Previous studies showed that the unbalance issue could decline the F1 scores \[73\]. As revealed in existing work \[73\], the unbalance issue of a dataset does not impact the AUC measure and they suggested that a machine learning model is considered applicable to classify a given dataset if the AUC is larger than 0.7. Hence, we use the AUC to compare prediction models. We could find that among the five examined machine learning classifiers, two of them, i.e., Logistic and RF, achieve AUC values larger than 0.7 on each of the four experimental projects, which confirms the feasibility of identifying LRE changes by using machine learning algorithms.

Machine learning based prediction models can help predict LRE changes. The best model (i.e., RF) achieves AUC values larger than 0.71 on each experimental project.

5.3. RQ3: Specific Models vs. General Models

In RQ2, we show that it is feasible to leverage machine learning classifiers to identify LRE changes. In this RQ, we further explore whether the machine learning classifiers built and trained on changes with a particular change intent, i.e., specific model, could achieve better performance than machine learning classifiers built and trained on all changes, i.e., general model. Specifically, for each project, we build and train the RF-based specific prediction models on changes with one particular change intent. We tune each of the RF-based classifiers with various parameter values and use the ones that could achieve the best AUC value as our experiment settings. In addition, we use 10-fold cross-validation method to evaluate the prediction models. The general model on the project is trained and evaluated on all changes without considering the change intents. Note that we exclude the specific model for category ‘Merge’ on the project OpenStack, because it has very few numbers of instances.

Table 5 shows the comparison between the performance of the specific prediction models and the general models. Regarding F1, we can see that at least half of specific models outperform the general models across the four experimental projects. For example, six out of the eight specific models on the Microsoft
Table 5: Comparison between machine learning classifiers built on changes having a particular intent and machine learning classifiers built on all changes (i.e., general). Numbers in parenthesis are the differences between the specific models and the general models. Better F1 scores or AUC values that are larger than that of the general models are highlighted in bold. Note that we exclude the specific model for ‘Merge’ on the project OpenStack, since it only has 31 instances, which is not enough for training a machine learning classifier.

<table>
<thead>
<tr>
<th>Change Intent</th>
<th>Microsoft</th>
<th>Qt</th>
<th>Android</th>
<th>OpenStack</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>AUC</td>
</tr>
<tr>
<td>Bug Fix</td>
<td>0.68</td>
<td>0.40</td>
<td><strong>0.51 (+0.05)</strong></td>
<td>0.84 (+0.08)</td>
</tr>
<tr>
<td>Resource</td>
<td>0.48</td>
<td>0.24</td>
<td>0.32 (-0.14)</td>
<td><strong>0.79 (+0.03)</strong></td>
</tr>
<tr>
<td>Feature</td>
<td>0.69</td>
<td>0.55</td>
<td><strong>0.61 (+0.15)</strong></td>
<td>0.81 (+0.05)</td>
</tr>
<tr>
<td>Test</td>
<td>0.61</td>
<td>0.22</td>
<td>0.32 (-0.14)</td>
<td><strong>0.82 (+0.06)</strong></td>
</tr>
<tr>
<td>Refactor</td>
<td>0.70</td>
<td>0.62</td>
<td><strong>0.65 (+0.19)</strong></td>
<td><strong>0.79 (+0.03)</strong></td>
</tr>
<tr>
<td>Merge</td>
<td>0.86</td>
<td>0.60</td>
<td><strong>0.71 (+0.25)</strong></td>
<td>0.95 (+0.19)</td>
</tr>
<tr>
<td>Deprecate</td>
<td>0.66</td>
<td>0.37</td>
<td><strong>0.47 (+0.01)</strong></td>
<td><strong>0.84 (+0.08)</strong></td>
</tr>
<tr>
<td>Others</td>
<td>0.68</td>
<td>0.50</td>
<td><strong>0.58 (+0.12)</strong></td>
<td><strong>0.83 (+0.07)</strong></td>
</tr>
<tr>
<td>General</td>
<td>0.51</td>
<td>0.41</td>
<td>0.46</td>
<td>0.76</td>
</tr>
</tbody>
</table>
Figure 4: Comparison of prediction performance (AUC) between the specific models and the general models. The model with a prefix “G” means using the trained general model to predict changes with a particular intent. “b” represents ‘Bug Fix’, “re” represents ‘Resource’, “f” represents ‘Feature’, “t” represents ‘Test’, “r” represents ‘Refactor’, “m” represents ‘Merge’, “d” represents ‘Deprecate’, and “o” represents ‘Others’. For example G-b means using the trained general model to predict changes with the ‘Bug Fix’ intent. S-b is the specific model trained and evaluated on changes with the ‘Bug Fix’ intent.

Project generate better F1 values than the general model, the improvement is up to 25.0 percentage points and is 6.0 percentage points on average. We observe a similar situation on Qt and OpenStack, i.e., overall specific models are better than the general models, the improvements are up to 16.0 and 15.0 percentage points on Qt and OpenStack respectively. However, we also observe an exception in Android, although five out of the eight specific models generate better (or the same) F1 values than the general model, the overall improvement is negative, the reason is that the ‘Merge’ category has an F1 value that is 28.0 percentage points lower than that of the general model. This is because the ‘Merge’ category has a much lower LRE rate (i.e., 13.1%) than that of
all other categories (range from 29.0% to 50.4%) in Android, which makes the ‘Merge’ unbalanced. Regarding AUC, we can observe that all the specific models outperform the general models across the four experimental projects. The improvement could be up to 19.0 percentage points and is 7.4 percentage points on average. Thus, from the comparison shown in Table 5 we conclude that overall the specific models achieve better prediction performance than the general models. Table 6 reports the standard deviation (SD) and mean values in our 10-fold cross validation based evaluation. As we can see from the table, the SD values for all the prediction models on the four projects are smaller than 0.1, which suggests the robustness of our proposed approaches.

Above all, we show that the specific models (built on changes with a particular change intent) are overall better than the general models (built on all the changes). One could also argue that using the general models to predict changes with a particular intent may have better performance than the corresponding specific model. To explore this issue, we further examine the performance of leveraging the general models to predict changes with a particular intent. Specifically, for each change intent, we randomly divide its changes into training dataset and test dataset (2/3 for training, 1/3 for test) following existing studies [37, 22]. For the specific model, we train the model on the training data and evaluate its performance on the test dataset. For the corresponding general model, we combine the training data from all specific models, and evaluate its performance on the test dataset of a specific model. We repeat the data splitting, model training, and evaluation 50 times to reduce bias.

Figure 4 shows the boxplots of the 50 times classification for each specific model and its corresponding general model on each project. In addition, we also show the boxplots of overall-general models (i.e., using 2/3 of all changes to train the models and evaluate the models on the left 1/3 changes without considering change intents). Each boxplot presents the AUC distribution (median and upper/lower quartiles) of a prediction model. We use gray (●), light gray (○), and white (○) to represent the specific models, corresponding general models, and the overall-general models respectively. We could observe that overall the
Table 6: The standard deviation (SD) and mean values in our 10-fold cross validation based evaluation for prediction models showed in Table 5.

<table>
<thead>
<tr>
<th>Change Intent</th>
<th>Microsoft</th>
<th></th>
<th>Qt</th>
<th></th>
<th>Android</th>
<th></th>
<th>OpenStack</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>AUC</td>
<td>F1</td>
<td>AUC</td>
<td>F1</td>
<td>AUC</td>
<td>F1</td>
<td>AUC</td>
</tr>
<tr>
<td>Bug Fix</td>
<td>0.02</td>
<td>0.01</td>
<td>0.49</td>
<td>0.82</td>
<td>0.01</td>
<td>0.01</td>
<td>0.55</td>
<td>0.76</td>
</tr>
<tr>
<td>Resource</td>
<td>0.01</td>
<td>0.01</td>
<td>0.30</td>
<td>0.78</td>
<td>0.02</td>
<td>0.01</td>
<td>0.48</td>
<td>0.75</td>
</tr>
<tr>
<td>Feature</td>
<td>0.02</td>
<td>0.01</td>
<td>0.60</td>
<td>0.81</td>
<td>0.02</td>
<td>0.01</td>
<td>0.65</td>
<td>0.72</td>
</tr>
<tr>
<td>Test</td>
<td>0.02</td>
<td>0.02</td>
<td>0.31</td>
<td>0.80</td>
<td>0.03</td>
<td>0.02</td>
<td>0.53</td>
<td>0.73</td>
</tr>
<tr>
<td>Refactor</td>
<td>0.03</td>
<td>0.01</td>
<td>0.64</td>
<td>0.78</td>
<td>0.03</td>
<td>0.03</td>
<td>0.64</td>
<td>0.73</td>
</tr>
</tbody>
</table>
| Merge         | 0.04 | 0.03 | 0.71 | 0.95 | 0.07 | 0.04 | 0.54 | 0.76 | 0.09 | 0.06 | 0.30 | 0.82 | / | / | / | /
| Deprecate     | 0.01 | 0.01 | 0.46 | 0.85 | 0.02 | 0.01 | 0.55 | 0.76 | 0.04 | 0.03 | 0.51 | 0.74 | 0.03 | 0.02 | 0.65 | 0.77 |
| Other         | 0.02 | 0.02 | 0.55 | 0.81 | 0.02 | 0.01 | 0.53 | 0.74 | 0.03 | 0.02 | 0.49 | 0.74 | 0.04 | 0.03 | 0.48 | 0.75 |
| General       | 0.02 | 0.01 | 0.44 | 0.75 | 0.01 | 0.01 | 0.51 | 0.76 | 0.02 | 0.04 | 0.49 | 0.71 | 0.02 | 0.01 | 0.57 | 0.73 |
Table 7: Performance of predicting LRE changes with single and multiple change intents. Better F1 or AUC values are in bold.

<table>
<thead>
<tr>
<th>Change Intent</th>
<th>Microsoft</th>
<th>Qt</th>
<th>Android</th>
<th>OpenStack</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>AUC</td>
<td>F1</td>
<td>AUC</td>
</tr>
<tr>
<td>Single</td>
<td>0.48</td>
<td>0.78</td>
<td>0.58</td>
<td>0.75</td>
</tr>
<tr>
<td>Multiple</td>
<td>0.41</td>
<td>0.75</td>
<td>0.54</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Specific models outperform the general models on almost all the change intents across the four experimental projects. Specifically, for the Microsoft project, the mean AUC values of the specific models are around ten percentage points higher than that of the corresponding general models. For the open source projects, the mean AUC values of the specific models are around five percentage points higher than that of the corresponding general models. In addition, all the specific models outperform the overall-general models.

Specific models outperform the general models on almost all the change intents across the four experimental projects. Specifically, for the Microsoft project, the mean AUC values of the specific models are around ten percentage points higher than that of the corresponding general models. For the open source projects, the mean AUC values of the specific models are around five percentage points higher than that of the corresponding general models. In addition, all the specific models outperform the overall-general models.

Code review effort prediction models built on changes with particular change intents achieve better performance than the general prediction models that do not consider the change intents. Thus, we suggest to build specific models for better LRE changes prediction.

5.4. RQ4: Single Intent vs. Multiple Intents

As shown in RQ1 (Section 5.1), in this study we labeled changes with multiple intents. This RQ explores the performance of LRE changes prediction models on changes with a single intent and changes with multiple intents. Specifically, for each project, we build and train the RF-based prediction models with changes with only a single intent and changes with multiple intents respectively. We tune each of the RF-based classifiers with various parameter values and use the ones that could achieve the best AUC value as our experiment settings. We also use the 10-fold cross-validation method to evaluate the models.

Table 7 shows the F1 scores and AUC values of the prediction models for changes with single and multiple change intents in the four experimental projects. As we can see, the prediction models for changes with a single intent significantly outperform the prediction models for changes with multiple intents.
intents in both F1 and AUC across the four experimental projects (Wilcoxon signed-rank test, \( p < 0.05 \)). In terms of F1, the improvement could be up to 7.0 percentage points and is 3.3 percentage points on average. For AUC, the improvement could be up to 5.0 percentage points and is 3.3 percentage points on average. One of the possible reasons for this difference is that changes with a single intent are mainly made for one specific purpose, which makes them easier to be distinguished by machine learning classifiers than complex changes with multiple intents.

Machine learning based classifiers generate better performance on changes with a single change intent than changes with multiple change intents.

6. Large-scale Deployment of Intent Analysis

The above change intent analysis and its application on LRE identification proposed in this work has already been used in Microsoft to provide the review effort and intent information of changes for reviewers to accelerate the review process. To show how to deploy our approaches in real-world practice, in this section, we discuss the large-scale deployment of code change intent analysis in Microsoft. Specifically, the tool provides intent labelling service for pull requests with different intent categories for over 200 repositories inside Microsoft using the Azure DevOps platform [3]. The feature has been enabled since November 2018.

6.1. Implementation

We built the change intent analysis tool and integrated it into Azure by using the extensibility mechanisms in Azure DevOps. In this section, We first briefly introduce the Azure DevOps platform (Section 6.1.1) and then discuss the architecture for the intent labelling service (Section 6.1.2).

6.1.1. Background of Azure DevOps

Azure DevOps is a platform for collaborative software development used both inside and outside Microsoft by hundreds of thousands of users. It offers
key functionalities needed for software development such as GIT based version control, boards for work item tracking and build/release pipelines for continuous integration and continuous testing. It is the primary platform used in Microsoft for software development. So, as the logical choice, we decided to enable intent labelling for Pull Requests on the Azure DevOps platform. In order to automatically label Pull Requests, we leverage these extensibility features offered by Azure DevOps:

1. REST APIs - Azure DevOps provides a rich set of APIs which allows 3rd party services to perform CRUD operations for various entities such as Pull Requests, Builds, Tests, etc.

2. Service Hooks - In order to label the Pull Requests in real time, we use the service hooks provided by Azure DevOps. These service hooks allow us to subscribe to various events such as pull request creation, update and completion. So, the intent labelling service can react to these events in real time before the pull request is reviewed.

3. Pull Request Labels - This is a key extensibility feature offered by Azure DevOps for Pull requests. Azure provides labels to each pull request, which can be used to as tags for various purposes such as importance, status, etc. In this work, we use the label feature for tagging the pull requests with the semantic intents. These labels can be added or removed by anyone allowing collaborative tagging. As we discuss later in this section, we rely on the removal of labels as a feedback channel. Note that, we use the intent labels listed in Table 2 to label each pull request.

6.1.2. Architecture of Intent Analysis Service

For each type of intents listed in Table 2 we followed its heuristics to implement its identification process. We implemented the change intent labelling service based on the Microsoft Azure cloud platform. We used Azure SQL as the underlying data store and Azure Cloud Services for building the service. Here are the key components of this service:
1. Data store - We use SQL Azure for the relational data store where we persist pull request meta-data such as title, description, etc. that are used for change intent identification. We also store the results of the intent classification in a separate table for reporting and analytics. This allows us to do experimentation retrospectively as we refine the heuristics for intent classification.

2. Cloud service - We have implemented the intent labelling service based on the multi-tier application architecture as described in [53]. We first use Azure Service Bus to subscribe to pull request messages from Azure DevOps. Then, we implement a cloud service which is triggered by the service bus. Specifically, whenever there is a new message, the intent labelling service will be triggered and further processes the message and fetches the meta-data for the pull requests using the Azure DevOps APIs. After that, it performs the intent classification and adds intent labels to the pull requests again using the Azure DevOps API.

6.2. User Scenarios

The intent labels provide semantic summarization of the pull requests to identify what kind of changes are being proposed in the code review. This information is helpful not just for the code reviewers but even for people like product managers and project leads. We surface the intent labels at two key user interfaces in the Azure DevOps:

1. Pull Request Listing - We surface the intent labels in the pull request listing page in Azure DevOps, as shown in Figure 5. For each pull request, an intent label with gray background is attached. For example, in Figure 5, the pull request titled “Code complexity analysis” is labelled as ‘Feature’. Such feature allows users to glance through the list of pull requests and understand the semantic type of pull requests which are currently active or have been completed. In addition, this new feature is especially useful for
architects, tech leads, and product managers to have a high level overview of the software development activity.

2. Pull Request Detail - We also surface the intent labels in the pull request details page in Azure DevOps. For example, Figure 6 shows the detailed page of pull request “Bug fix for fetching timestamp for build ingestion”. The change intent of this pull request, i.e., 'BugFix', is also presented in the right bottom panel. This new feature allows developers who are reviewing the pull request to have a quick insight into the intent of the pull request.

6.3. Feedback Loop

In order to gather user feedback, we have designed and implemented an explicit feedback loop. Unlike scenarios such as alerting, we don’t directly interact with the end users, i.e., pull request authors and reviewers. Also, feedback channels such as surveys are prohibitive in terms of time and efficiency. So, we rely on the removal of intent labels by the users as a negative feedback mechanism. At the time of the study, we have observed less than 1% of the intent labels being removed. Once we have a significant amount of feedback, we further do a detailed analysis and also use it to improve the intent classifiers as part of future work. We also received offline feedback (over email) about incorrect labelling for pull requests from few repositories.

6.4. Practical Guidelines

In this work, we have used the label feature provided by Azure DevOps\(^7\) and Github\(^8\) to categorize and tag the Pull Requests with the semantic intents. Prior work has focused on using Pull Request comments\(^{32, 41, 88, 90, 39}\) which can easily get crowded with the comments from the reviewers and the automated

\(^7\)https://docs.microsoft.com/en-us/azure/devops
bots. To the best of our knowledge, this is the first work to use automated labels for improving Pull Request organization and review experience. Here are the key takeaways for researchers and practitioners based on our experience from building and deploying the automated intent labelling service at Microsoft:

1. **Plugin-based Tool Development**: Software projects usually have their workflow. As a tool to help developers accelerate their review process, we were not expected to break the existing code review procedures at Microsoft. To achieve this goal, we developed our tool as a plugin, which does not affect the code review process used in Microsoft. For researchers who plan to deploy their tools into real-world software projects, we recommend the plugin-based software development.

2. **Bugs due to pull request templates**: Both Azure DevOps\(^9\) and GitHub\(^{10}\) provide the functionality to create pull request templates. These templates are generally created by repository admins to standardize the pull request descriptions. For instance, at Microsoft we have observed templates with placeholders for the pull request authors to fill-in information about the testing and the related bugs, if any. While this is a very useful feature, it can affect any bots which mines the pull request descriptions because the templates often contain keywords such as “bugs”, “testing”, “feature”, etc. We learnt about this important issue from offline feedback from some of our users. For developers who plan to deploy our tool by using the pull request templates provided by GitHub should notice this issue.

3. **Feedback mechanism**: Pull Request comment based bots have several ways to collect explicit feedback such as comment resolution status, replies to the comments and even likes on the comments. However, collecting feedback on labels is non-trivial. Our proposed methodology of mining

\(^9\)https://docs.microsoft.com/en-us/azure/devops/repos/git/pull-request-templates
Figure 5: Pull request list in Azure DevOps with intent labels.

Figure 6: Pull request UI in Azure DevOps with change intent labels.

label edits and removals can be used as a feedback mechanism for other bots which uses the label feature.

7. Discussion

7.1. LRE Rate Analysis

As shown in Table 3 in three of the four projects, changes with a single intent have a higher LRE rate than that of changes with multiple intents. To explore the reason behind this phenomenon, we first break down the number of changes with multiple intents from the four projects, which are shown in
Figure 7. We could observe that among the changes with multiple intents, changes that have two intents are dominating, i.e., 90% of the changes with multiple intents involve only two different intents. Thus, we narrow down the analysis to explore the distribution of changes with two change intents. To do this, we collect the changes with two intents from the four projects and count the number of different intent combinations among these changes. Figure 8 shows the top ten types of changes with two intents, which cover more than 97% of all the changes with two intents.

Figure 9: The distributions of correlated and uncorrelated features in each project and across the projects (i.e., Together).

The distribution chart in Figure 8, we infer the reasons why changes with multiple intents have lower LRE rates as follows. First, each intent may represent an independent task and developers may modify source code for each intent separately, which provides them more opportunities to check the modified code and eventually improve the quality of the change. Second, some of the combined intents represent the standard software quality assurance process, which can help improve the quality of the changes. Taking changes with double intents ‘Bug Fix’ & ‘Test’ as an example, developers may first fix a bug and then modify the test cases to validate the fix of the bug, which makes the changes more reliable.

7.2. Feature Correlation Analysis

Following existing studies [14], we use the Spearman rank correlation [87] to compute the correlations between the metrics described in Section 3.3 and the review effort of changes, i.e., regular changes or LRE changes. Values greater than 0.10 can be considered a small effect size; values greater than 0.30 can be considered a medium effect size [93]. In this work, we consider the values larger than 0.10 or smaller than -0.10 as correlated, others are uncorrelated.

Figure 9 shows the distributions of correlated and uncorrelated features in each project and across the four projects. As we could observe, in the Microsoft project, the percentage of correlated features (around 60%) is larger than that of the open source projects (less than 50%). One of the possible reasons is that compared to the open source projects, the Microsoft project has a larger experimental dataset, e.g., around 5X of the size of open source projects, which
provides sufficient data to evaluate each feature and reduce the potential bias. Overall more than 70% features are correlated with review effort of changes, i.e., regular changes or LRE changes. We further examined the selected features and found that they covered five different feature types, i.e., change intents, revision history, owner experience, Word2Vec features, and process features, while none of the metadata features is selected as correlated. This observation suggests that the commit time of a change does not affect its review effort.

The Spearman correlation analysis shows that most of the collected features are correlated with the review effort of changes, thus the collected features are applicable for identifying LRE changes.

### 7.3. Performance of LRE Prediction on Other Intent Categorization

In this work, we proposed a new categorization of change intent based on the existing study [24]. As [24] has also proposed a high-level categorization, which contains six types of changes, i.e., ‘Corrective’, ‘Adaptive’, ‘Perfective’, ‘Implementation’, ‘Non functional’, and ‘Others’. To examine our proposed LRE prediction models on the high-level categorization, we followed their categorization instructions and grouped the nine different types of changes in Table 2 into the six high-level categories, the detailed mapping between the two types of categorization is shown in Table 8. Note that as the ‘Auto’ changes only exist in Microsoft project, we exclude them in this experiment.

Following our experiment settings in Section 4, we rebuild and evaluate LRE prediction models with features described in Section 3.3 on changes labeled with the high-level categorization on the three open source projects. Note that, we only examine Random Forest (RF) based classification models as RF achieves better performance compared to the other four examined classifiers, i.e., ADTree, Logistic, NB, and SVM (details are in Section 5.2). Table 9 shows the F1 scores and AUC values of the prediction models for changes with change intent categorization proposed in [24]. In order to check whether our LRE prediction model has different performance on the two different change intent categorizations, We further conduct the Wilcoxon signed-rank test \( (p < 0.05) \) to
Table 8: Mapping between change intent categories proposed in this study and the high-level change intent categorization proposed in [24].

<table>
<thead>
<tr>
<th>Change categories in [24]</th>
<th>Change categories proposed in this work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrective</td>
<td>‘Bug Fix’</td>
</tr>
<tr>
<td>Adaptive</td>
<td>‘Resource’, ‘Test’</td>
</tr>
<tr>
<td>Perfective</td>
<td>‘Refactor’, ‘Deprecate’</td>
</tr>
<tr>
<td>Implementation</td>
<td>‘Feature’</td>
</tr>
<tr>
<td>Non functional</td>
<td>‘Merge’</td>
</tr>
<tr>
<td>Other</td>
<td>‘Other’</td>
</tr>
</tbody>
</table>

Table 9: Performance of LRE prediction models with change intent categorization proposed in [24].

<table>
<thead>
<tr>
<th>Change Intent</th>
<th>Qt</th>
<th>Android</th>
<th>OpenStack</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>AUC</td>
<td>F1</td>
</tr>
<tr>
<td>Corrective</td>
<td>0.57</td>
<td>0.77</td>
<td>0.55</td>
</tr>
<tr>
<td>Adaptive</td>
<td>0.52</td>
<td>0.77</td>
<td>0.58</td>
</tr>
<tr>
<td>Perfective</td>
<td>0.60</td>
<td>0.77</td>
<td>0.61</td>
</tr>
<tr>
<td>Implementation</td>
<td>0.73</td>
<td>0.78</td>
<td>0.67</td>
</tr>
<tr>
<td>Non functional</td>
<td>0.55</td>
<td>0.77</td>
<td>0.30</td>
</tr>
<tr>
<td>Other</td>
<td>0.57</td>
<td>0.74</td>
<td>0.55</td>
</tr>
</tbody>
</table>

compare the F1 values and AUC values of the two change intent categorizations on the three open source projects. Our results show that there is no significant difference between the performance of LRE prediction models on our change intent categorization and the high-level categorization from [24], which suggests that our proposed approach is generalizable for change intent prediction tasks.

7.4. Survey on the usefulness of our approach

To further assess the usefulness of our approach, we have conducted a questionnaire survey with 20 developers who have 1 to 5 years’ experience with
code review. Specifically, these developers were selected from local IT companies during offline technical summits/conferences through the connections of the first author, we approached and discussed with 30 developers and filtered out 10 who either did not have enough background knowledge with code review or did not have time to do our survey (which may take 10 minutes). We collected 20 finished hard-copy questionnaires, the questionnaire is available online\textsuperscript{11}. Details of these participants according to their experience are summarized in Table 10.

To avoid evaluation bias, none of these participants are from Microsoft.

In the questionnaire, we first demonstrates a short description of our approaches, the change intent identification and its performance, and a summarized evaluation result of our LRE change identification model on the four evaluation projects. Then it asks four questions shown in Table \textsuperscript{11}. We provide five options for these questions and also allow respondents freely express their opinion for each of these questions. Specifically, in the first question, we ask developers whether they think finding LRE changes is reasonable. Questions 2 and 3 investigate our change intent analysis approach and Questions 4 and 5 investigate our LRE change identification model.

As showed in Table \textsuperscript{11} of all 20 respondents, 19 of them (95\%) agree that finding the LRE changes is useful for accelerating code review. This confirms the usefulness of our LRE changes identification approach in general. Only 1 (5\%) holds a conservation option, i.e., disagreed. The participant also gives his reason for the option, i.e., only finding out LRE changes without identifying the

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Experience & Num of participants \\
\hline
3-5 years experience in code review & 8 \\
\hline
1-3 years experience in code review & 9 \\
\hline
<1 years experience in code review & 3 \\
\hline
\end{tabular}
\caption{Distribution of participants regarding their experience with code review.}
\end{table}

\textsuperscript{11}\url{https://bitbucket.org/wangsonging/ist2020_repo/src/master/survery/}
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Table 11: Results of survey

<table>
<thead>
<tr>
<th>Questions</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither</th>
<th>Agree</th>
<th>Strongly Agree</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: Do you think a tool that can find LRE changes is useful for code review?</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>14</td>
<td>20</td>
</tr>
<tr>
<td>Q2: Do you think our tool is useful to help identify change intent of changes?</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td>Q3: Would you like to use our tool to help with change intent analysis?</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>Q4: Do you think our tool is useful to help identify LRE changes?</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>9</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td>Q5: Would you like to use our tool to help with your code review process?</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>11</td>
<td>3</td>
<td>20</td>
</tr>
</tbody>
</table>
reason of LRE changes may not enough. This paves the direction for further research. For the change intent analysis, all the participants agree that our change intent analysis is useful and are willing to use it in their development tasks. In addition, for LRE change identification, 70% of the participants agree that our LRE identification approach could be useful and would like to use our tool to help with their code review process. Meanwhile, 30% participants also hold conservation options. For the reason of disagreement, the participant mainly concerns the performance of our approach on projects with different program languages, as well as the potential risk of false positives, i.e., LRE changes that are missed by our approach. In the future, we will explore new approaches to improve the performance of our approach.

8. Threats to Validity

**Internal Validity.** The main threat to internal validity is about the annotation of change intents, subjectivity of annotation, and misclassification. The annotation relied on our manually refined heuristics, and although this approach is a common practice, this process contains bias since the authors of this paper are not the developers of these projects. To mitigate this, authors worked independently to annotated the data and refined the heuristics. In addition, we chose a setup that ensures that every heuristic is cross-validated and the classification conflicts have to pass the third inspection. Note that since these heuristics are summarized on changes collected from four different projects, although they come from different domains and use four different program languages, these heuristics may not work well for projects that have special characteristics that do not appear in the four projects studied in this study. In this work, we define *Large-Review-Effort (LRE) changes* based on the consensus of developers from Microsoft, the performance of our approach may vary with different thresholds. For labeling LRE changes on the three open-source projects, we use the number of submitted patchsets as the threshold, i.e., if the number of submitted patchsets is larger than two, we labeled the change as a LRE change otherwise.
we labeled it as *regular*. However, such an approach might be inaccurate, the performance of our approach might be different with different thresholds to label *LRE changes* on these open source projects.

In this work, we use the review duration and the number of reviewers involved to measure the review effort for each change since current code review systems (both commercial and open-source) do not support review effort measurement, which might be imperfect. Thus, future research should revisit our study by using more accurate approaches to measure the review effort.

**External Validity.** In this work, we use a project from Microsoft and three open source projects to evaluate our proposed approach. Since they adopt different code review systems, i.e., the Microsoft project adopts a custom code review system and the open source projects adopt the Gerrit code review system. Thus, the proposed approach might not work for projects that adopt other code review systems.

In this work, following the existing studies [94, 26, 86, 72, 10, 83], we use the widely adopted Precision, Recall, F1, and AUC to measure the performance of predicting *LRE changes*. The results of this work could be different with different performance metrics, e.g., Matthews correlation coefficient (MCC)\(^1\). Thus, future research should revisit our study by using different metrics to measure the performance of our approaches.

9. Related Work

In this section, we discuss related work from three different aspects: change intent analysis, software defect prediction, and software code review.

9.1. Change Intent Analysis

In order to understand the change intents of code changes, Swanson [70] first proposed a classification of maintenance activities as corrective, adaptive,

\(^1\)https://en.wikipedia.org/wiki/Matthews_correlation_coefficient
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and perfective. Along this line, many change analysis models have been proposed \[67, 68, 9, 35, 36, 19, 89, 55, 42, 24, 95\]. Buckley et al. \[9\] proposed a taxonomy of software evolution to characterize the mechanisms of changes. Lehnert et al. \[35, 36\] proposed comprehensive investigations of software change impact analysis. Later, Hassan et al. \[19\] extended Swanson’s categorization by adding three new categories, i.e., bug fixing changes, general maintenance changes, and feature introduction changes. Wilkerson et al. \[89\] proposed a taxonomy of the types of impacts that can result from source code changes in both procedural and object-oriented code. Paulius et al. \[55\] proposed a taxonomy of change aspects in the feature modeling domain. Hindle et al. \[24\] extended Swanson’s categorization with two new categories, i.e., feature addition and non-functional. Hassan’s categories are not specific enough, which only provided high-level information of categories. Hindle’s extended categories contain more detailed types of changes for each category. In this study we adopted the fine-grained change type information provided Hindle’s work \[24\].

In order to classify changes, Mockus et al. \[46\] and Hassan et al. \[19\] proposed to classify software changes by using the textual information. Experiment results showed their approaches could produce results similar to manual classifications performed by professional developers. Their work inspired us to heuristically classify changes based on the textual information. Hindle et al. \[23\] provided another classification model focusing on large code commits only (i.e., the top 1% of the commits in a project ranked by the number of files changed). They took the distribution of terms from commit messages, author, module, and file type as features. They validated the models on 2,000 commits from 9 projects via 10-fold cross-validation, which achieved accuracies consistently above 50%. Yan et al. \[91\] presented a discriminative Probability Latent Semantic Analysis (DPLSA) model to classify software changes as corrective, adaptive, and perfective. Their experiments showed that the proposed prediction models could achieve an average precision above 70%.

Note that we do not use the machine learning based change classification models proposed by Hindle et al. \[24\] or Yan et al. \[91\], the reason is that we
find the refined heuristics provide us relatively acceptable accuracies, i.e., above 80%.

9.2. Software Defect Prediction

Software prediction techniques leverage various software metrics to build machine learning models to predict unknown defects in the source code [20, 94, 59, 54, 50, 49]. Most defect prediction techniques leverage features that are manually extracted from historical defect data to train machine learning based classifiers [44]. Software prediction features can be divided into static code features, process features, semantic features [86], etc. The process features include code deletion, code addition, authors, etc., which are collected during the development process [59]. Moser et al. [49] used the number of revisions, authors, past fixes, and ages of files as features to predict defects. Nagappan et al. [50] proposed code churn features, and shown that these features were effective for defect prediction. Hassan et al. [20] used entropy of change features to predict defects. Lee et al. [34] proposed 56 micro interaction metrics to improve defect prediction. Other process features, including developer individual characteristics [26, 71] and collaboration between developers [44], were also useful for defect prediction. In this study we also use the process features to build the risky change prediction models. Menzies et al. [43] showed that the local defect prediction models, i.e., built on a subset of the data, result in better performance than the global models that built on all the data. We report a similar finding that specific risky change prediction models outperform general models.

Different from the above studies, instead of predicting whether the changes or changed files are fault-prone, i.e., contain bugs, we measure the riskiness of changes regarding the code review effort and aim at finding the risky changes that have more than one round code review, which we believe can provide the riskiness regarding the code review effort and intent information of changes for reviewers to accelerate the review process.
9.3. Software Code Review

Code review is a manual inspection of source code by humans, which aims at identifying potential defects and quality problems in the source code before its deployment in a live environment \[33, 56, 63, 38, 18, 7, 65, 54\]. Many studies have examined the practices of code review. Stein et al. \[66\] explored the distributed, asynchronous code inspections. They studied a tool that allowed participants at separate locations to discuss faults. Porter et al. \[56\] reported on a review of studies on code inspection in 1995 that examined the effects of different factors on code inspections. Laitenburger \[33\] surveyed code inspection methods, and presented a taxonomy of code inspection techniques.

Votta \[80\] found that 20\% of the interval in a “traditional inspection” is wasted due to scheduling. In recent years, Modern Code Review (MCR) has been developed as a tool-based code review system and becomes popular and widely used in both commercial software (e.g., Google \[64\], Microsoft \[2, 32\]) and open-source software (e.g., Android, Qt, and OpenStack) \[18\]. Rigby et al. \[61, 62, 60\] have done extensive work examining code review practices in OSS development. Hellendoorn et al. \[21\] used language models to quantitatively evaluate the influence of stylistic properties of code contributions on the code review process and outcome. Sutherland and Venolia \[69\] conducted a study at Microsoft regarding using code review data for later information needs. Bacchelli & Bird find that understanding of the code and the reason for a change is the most important factor in the quality of code reviews \[5\]. Some other studies focus on accelerating code review process by recommending reviewers \[79, 63, 78, 77\], decomposing code review changes with multiple changesets \[6, 76, 31, 16\].

In this paper, we explore the feasibility of accelerating code review by identifying the risky code changes that require multiple rounds of code review or are reverted.
10. Conclusion

This paper presents the first study of *LRE changes* in code review system, i.e., changes that have more than two iterations of code review by using the change intents. We conduct our study on one large-scale commercial project from Microsoft, and three open source projects, i.e., Qt, Android, and OpenStack. Our experiment results show the feasibility of using machine learning based prediction models to identify *LRE changes*. The change intent analysis and its application on *LRE changes* identification proposed in this study has already been used in Microsoft to provide the review effort and intent information of changes for reviewers to accelerate the review process. To show how to deploy our approaches in real-world practice, We report a case study of developing and deploying the intent analysis system in Microsoft. We have also shared practical guidelines for help other developers who plan to develop the proposed approach for *LRE changes* identification. Moreover, we also evaluate the usefulness of our approaches by using a questionnaire survey. The feedback from developers demonstrates its practical value.

Our work on change intents is just the first step in a large body of work. In the future, we would like to explore if change intent improves the fidelity and accuracy of other prediction tasks, e.g., code reviewer recommendation, software defect prediction, and effort estimation.
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