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ABSTRACT
Automatic API recommendation has been studied for years. There
are two orthogonal lines of approaches for this task, i.e., information-
retrieval-based (IR-based) and neural-based methods. Although
these approaches were reported having remarkable performance,
our observation shows that existing approaches can fail due to
the following two reasons: 1) most IR-based approaches treat task
queries as bags-of-words and use word embedding to represent
queries, which cannot capture the sequential semantic information.
2) both the IR-based and the neural-based approaches are weak
at distinguishing the semantic difference among lexically similar
queries.

In this paper, we propose CLEAR, which leverages BERT sen-
tence embedding and contrastive learning to tackle the above two is-
sues. Specifically, CLEAR embeds the whole sentence of queries and
Stack Overflow (SO) posts with a BERT-based model rather than the
bag-of-word-based word embedding model, which can preserve the
semantic-related sequential information. In addition, CLEAR uses
contrastive learning to train the BERT-based embedding model for
learning precise semantic representation of programming termi-
nologies regardless of their lexical information. CLEAR also builds
a BERT-based re-ranking model to optimize its recommendation
results. Given a query, CLEAR first selects a set of candidate SO
posts via the BERT sentence embedding-based similarity to reduce
search space. CLEAR further leverages a BERT-based re-ranking
model to rank candidate SO posts and recommends the APIs from
the ranked top SO posts for the query.

Our experiment results on three different test datasets confirm
the effectiveness of CLEAR for both method-level and class-level
API recommendation. Compared to the state-of-the-art API recom-
mendation approaches, CLEAR improves the MAP by 25%-187% at
method-level and 10%-100% at class-level.
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1 INTRODUCTION
Over the past decades, open-source software development has re-
ceived extensive attention from the software engineering com-
munity. This attention leads to a tremendous demand for already
devised libraries or APIs which facilitate software development
and maintenance. Developers often search for existing APIs or
code snippets on the Internet to obtain the functions they wish to
implement [51].

To help with API search, many automated API recommendation
approaches have been proposed [11, 14, 16, 22, 24, 34, 35, 39]. There
are two orthogonal lines of approaches for this task, i.e., informa-
tion retrieval based, e.g., BIKER [14], and neural-based methods,
e.g., DeepAPI [11]. BIKER [14] uses bag-of-word-based word em-
bedding (i.e., a word2vec model built on Java SO posts) and IDF
(inverse document frequency) vocabulary to calculate the similarity
score between two text descriptions and then leverages a query’s
similarity with both SO posts and API documentations to recom-
mend appropriate APIs for the query. DeepAPI [11] formulates the
API recommendation as a machine translation problem, i.e., given a
natural language query, it aims to translate it into an API sequence.
Specifically, it adapts a Recurrent Neural Network (RNN) Encoder-
Decoder model to encode a query into a fixed-length context vector
and recommends an API sequence based on the context vector for
the query. Although these approaches achieved remarkable perfor-
mance, by replicating these studies, we found two major problems
that can affect their effectiveness.

https://doi.org/10.1145/3510003.3510159
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The first problem is that these IR-based approaches (e.g., BIKER)
treat queries and SO posts as bag-of-words and use word embed-
ding to represent queries [12], which cannot capture the semantic-
related sequential information. For example, given a real-world
query “Convert String to Calendar Object in Java”1, BIKER can-
not recommend the correct API and the top API recommended by
BIKER is “java.time.LocalDate.parse” from the most similar
post identified by BIKER, i.e., “Convert Java Gregorian Calendar to
String”2, whose intent is opposite to the intent of the query. BIKER
fails to retrieve the correct answer for the above query because
of its bag-of-words-based representation, which cannot capture
the semantic-related sequential information. To properly represent
the semantic-related sequential information of the text descrip-
tions, the embedding of queries and SO posts has to be considered
comprehensively instead of using bag-of-words.

The second problem is that both the IR-based and the neural-
based approaches areweak at distinguishing the semantic difference
among quires that are lexically similar. For example, given a real-
world query “Filereader.read() method not working”3, neither BIKER
nor DeepAPI can recommend a correct API. Specifically, The most
likely API recommended by BIKER is “java.io.RandomAccessFile
.read” from the post “BufferedReader read() not working”4, as the
text descriptions of the query and the post are almost identical ex-
cept the terminology “Filereader” and “BufferedReader”. How-
ever, the answer to this query is “java.io.OutputStreamWriter
.flush”. The root cause of such a failure of BIKER is that the
two quires are lexically close but semantically different. BIKER’s
word2vec embedding relies on the context of the words in a text
description. However, the above example shows that only using the
context of the words is not enough to distinguish the semantic of the
query in API recommendation tasks. For DeepAPI, we experiment
with the above two queries “Filereader.read() method not working”
and “BufferedReader read() not working”, while DeepAPI generates
the same API sequence for both queries, i.e., {“String.length”, “Ob-
ject.toString” }, which is incorrect as these two queries have different
semantics. One of the reasons for such a failure is that DeepAPI uses
an RNN Encoder-Decoder base architecture to encode every query
into a fixed-length context vector and generates an API sequence
based on the overall context of the query. Thus, due to the above
nature of RNN, DeepAPI often fails for similar queries that have
different key words [1, 10].

To alleviate the above two problems, we propose CLEAR, an
API recommendation approach based on BERT sentence embed-
ding [7] and contrastive learning [25]. Specifically, to solve the
first issue, CLEAR uses a BERT-based model to embed text de-
scriptions of queries and SO posts, which produces the embedding
of the whole sentence of an API query while taking sequential
information into consideration rather than combining the embed-
ding of each word (i.e., bag-of-words). For solving the second issue,
CLEAR uses contrastive learning to train the BERT sentence em-
bedding model for learning semantically equivalent representation
1https://stackoverflow.com/questions/5301226/convert-string-to-calendar-object-in-
java
2https://stackoverflow.com/questions/24741696/convert-java-gregorian-calendar-to-
string
3https://stackoverflow.com/questions/36427839/filereader-read-method-not-
working
4https://stackoverflow.com/questions/43190995/bufferedreader-read-not-working

of queries or SO posts regardless their lexical information. Given
a query, CLEAR first selects a set of candidate SO posts via the
BERT sentence embedding-based similarity to reduce search space.
CLEAR further leverages a BERT-based classification model to re-
rank candidate SO posts and recommend the APIs from the ranked
top SO posts for the query.

In order to evaluate the effectiveness of CLEAR, we re-use the
dataset from BIKER [14]. Specifically, we have developed three test
sets derived from BIKER’s dataset for testing. The first is BIKER’s
manually created test dataset, the second is randomly selected 1k
sample SO posts to alleviate potential human bias. Since around
10% posts in SO contain multiple APIs, in order to test the per-
formance on the scenario of multi-API answers, we added a third
test dataset, which is 1K randomly selected sample SO posts with
multiple APIs in answers. We use the corpus that excludes these
testing data as our training dataset to train CLEAR. The results
show that CLEAR outperforms the state-of-the-art information
retrieval based and neural-based approaches (i.e., BIKER [14] and
DeepAPI [11] respectively) significantly at both method- and class-
level on all three test sets. We also conduct a case study to evaluate
CLEAR against the latest SO posts, and the results confirm the
effectiveness and practical values of CLEAR. This paper makes the
following contributions:

• We propose CLEAR, a novel API recommendation approach,
which uses the BERT sentence embedding model to repre-
sent queries for capturing sequential semantic information
and leverages contrastive training to train the BERT model
for learning precise semantic representation of queries re-
gardless of their lexical information.

• We evaluate CLEAR using three different test datasets, in-
cluding test data from previous studies, 1k randomly selected
SO posts, and 1k randomly selected SO posts with multi-API
answers. Our experiment results confirm that CLEAR can
significantly outperform the state-of-the-art baselines.

• We conduct a case study on the latest SO posts to evaluate the
performance of CLEAR and our results suggest the practical
value of CLEAR.

• We release the source code of CLEAR and the dataset of our
experiments to help other researchers replicate and extend
our study5.

The rest of this paper is structured as follows. Section 2 describes
the background of this study. Section 3 presents the framework of
the proposed CLEAR. Section 4 introduces experimental design,
baselines, and research questions. Section 5 analyzes the experiment
results. Section 6 discusses open questions and the threats to the
validity of this work. Section 7 surveys the related work and Section
8 summarizes this paper.

2 BACKGROUND
2.1 Language Embedding
Language embedding technique is a method for converting words
or sentences into numerical vectors [7, 28, 36]. The deep learning-
based language models have been widely examined to be useful
in capturing implicit semantics for natural language sentences.

5Reproduction package link: https://github.com/Moshiii/CLEAR-replication
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There exist studies of language embedding on both word-level [20,
27] and sentence-level [7, 28, 36]. Typical deep learning language
embedding models include GPT [32] and BERT [7].

GPT [32] introduces minimal task-specific parameters and is
trained on the downstream tasks by simply fine-tuning all pre-
trained parameters. BERT [7] is deep learning language embedding
based on transformer units. It uses a 12-layer or 24-layer trans-
former layer with a multi-head attention mechanism as feature
extraction, and then uses a regression function to generate the final
output. BERT model can be used for multiple tasks, e.g., sentence
embedding, classification, question-answer tasks, sentence tagging,
etc., with different minor adaptions [7].

In this paper, we use the BERT model for two different tasks.
First, we use BERT as sentence embedding to represent the text
of queries and SO posts for preserving their semantic information
regardless of their lexical information. Second, we use BERT as a
binary SO post classifier to re-rank the retrieved SO posts for a
given query. For both the two tasks, we use RoBERTa model, a state-
of-the-art BERT variant [17]. For sentence embedding, we adopt the
contrastive learning process to train the model, we provide an input
sample to the model and take the output vector of the model as the
sentence embedding of the input. For re-ranking posts, following
existing work [7], we use the joint embedding training process to
train the classifier, which takes paired posts as input and the label
is whether or not they have the same APIs.

The difference of RoBERTa to the original BERT model is that
RoBERTa applied different training processes and distillations in
training [29], which reduces the number of parameters while in-
creasing the robustness of the BERT model.

2.2 Contrastive Learning
Contrastive learning [25] is a deep neural network training process
that takes paired sentences as input and uses the similarity in
the paired sentences as labels. The training goal is to learn the
relationship between sentences, i.e., whether two sentences are
semantically similar regardless of their lexical similarity. Hoffer
et al. [13] proposed the triplet network for contrastive training. It
requires a triplet (𝑆, 𝑃, 𝑁 ) as the input, where 𝑆 corresponds to the
original query, 𝑃 refers to the positive equivalent of 𝑆 , and 𝑁 is the
negative one.

In this work, we use contrastive learning to train a RoBERTa [17]
model for sentence embedding. For a given post in the training data,
its positive posts are posts with the same answer and negative posts
are posts with different answers.

2.3 Joint Embedding Training
Joint embedding training [7] was widely used to train BERT as
a classification model. Figure 1 shows the architecture of joint
embedding training for BERT. BERT [7] provides a special token
[𝑆𝐸𝑃], which allows two posts to be concatenated as input. In joint
embedding training, [𝑆𝐸𝑃] is used to identify the end of the first
post. The process of joint embedding training is fine-tuning the
model with pairs of posts to the target that if given two semantic
equivalent posts, the model returns 1, otherwise returns 0. The
loss function we use for joint embedding training is the classic

Figure 1: Joint embedding training

cross-entropy loss function (i.e., 𝐿𝑜𝑠𝑠):

𝐿𝑜𝑠𝑠 = −(𝑦 ∗ 𝑙𝑜𝑔(𝑦) + (1 − 𝑦) ∗ 𝑙𝑜𝑔(1 − 𝑦)) (1)

where 𝑦 indicates whether the given two posts are semantically
equivalent, and 𝑦 is the prediction of the re-ranking model.

In this work, we leverage joint embedding training to train a
RoBERTa based classification model to re-rank the retrieved SO
posts for a given query.

3 APPROACH
Figure 2 shows the pipeline of CLEAR, which consists of two parts:
language model building (section 3.1) and searching relevant APIs
(section 3.2). The language model building process contains four
steps, i.e., post triplets construction (Section 3.1.1), BERT sentence
embedding with contrastive learning (Section 3.1.2), candidate posts
filtering (Section 3.1.3), and the joint embedding training based re-
ranking model (Section 3.1.4).

3.1 Building BERT-base Language Models
3.1.1 Post Triplets Construction. The format of the training
data used in the contrastive training process is different from the
traditional natural language processing tasks, e.g., sentiment analy-
sis, where the inputs are sentences and the outputs are the labels.
Contrastive training requires triplets as inputs [13]. Every single
triplet is a combination of three posts, which are an input query 𝑆 ,
a positive sample post 𝑃 that is semantically equivalent to 𝑆 , and a
negative sample post 𝑁 that is not related to 𝑆 and 𝑃 . Therefore, the
training corpus needs to be converted to triplets. For example, given
an input query “Java string split with multiple delimeters”, the triplet
(𝑆, 𝑃, 𝑁 ) can be (“Java string split with multiple delimeters”,“How
to split a path using StringTokenizer?”,“How to load a file across the
network and handle it as a String”). Algorithm 1 shows the process
of generating training triplets.

Our triplets generation algorithm has two parameters, i.e., 𝑝 is
the number of positive samples and 𝑛 is the number of negative
sampling for a training instance. When generating the triplets, each
question needs to be paired with positive and negative samples. For
each question 𝑖𝑡𝑒𝑚 in 𝑇 , we use function get_equivalent_subset()
to get its positive posts, i.e., posts that have the same answer with
𝑖𝑡𝑒𝑚. In addition, we consider posts that have a different answer
from 𝑖𝑡𝑒𝑚 as the negative posts of 𝑖𝑡𝑒𝑚.
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Figure 2: Overview of our proposed CLEAR.

Algorithm 1: Triplets Generator
Result: Tuple list of element (S, P, N)
def getTriplets(p: int, n: int, T: list<question, answer>):

result_list = new list() // initialize empty result list
for item in T do

S = item[0] //question sentence
answer = item[1]
T_P= get_equivalent_subset(T, answer)
T_N = set(T) - set(T_P)
P_list = random_sample(T_P, p)
N_list = random_sample(T_N, n)
for item P in P_list do

for item N in N_list do
result_list.append(S, P, N)

end
end

end
return result_list

Note that, the ratio between positive and negative samples is
important in contrastive training, different configurations may im-
pact the result significantly [15, 41]. In our algorithm, To find the
best configurations, i.e., 𝑝 and 𝑛, we perform a grid search with a
list of candidate values for both 𝑝 and 𝑛, which are 1, 3, 5, 10, and
15. We use 𝑝 and 𝑛 that can achieve the best performance in our
experiment (details are in Section 4.2). For APIs that do not have
𝑝 positive samples, we use all their positive samples. We perform
random sampling on the APIs that exceed 𝑝 or 𝑛 to limit the number
of positive or negative samples.

3.1.2 BERT Sentence Embedding Model. In this step, we use
contrastive training to train the RoBERTa based sentence embed-
dingmodel with the post triplets created in Section 3.1.1. The goal of
this process is to learn a semantic presentation, with which similar
samples stay close to each other, while dissimilar ones are far apart.
Figure 4 shows an illustration for this process. In the Figure, green
points are positive posts that have the same API “Arrays.asList”
with query 𝑆 , and the red points are negative posts of 𝑆 . With
contrastive learning, the center green point 𝑆 plays the role of an
anchor, the positive samples are pulled towards the anchor and the
negative samples are pushed away from the anchor.

Figure 3: Architecture for contrastively trainning RoBERTa
based sentence embedding model

Figure 3 shows the architecture of the contrastive learning used
in our work, in which the RoBERTa [17] model is the base model
for sentence embedding, and we use a Pooling layer to connect the
RoBERTa model and the triple network. Triple network has two
layers, the first layer is three identical deep neural network models
for feature extraction of input sentences. The feature extraction
layer can also be replaced with other models or algorithms. The
second layer of the triplet network is a loss function based on the
cosine distance operator. The purpose of the loss function is to
minimize the distance between similar sentences and maximize the
distance between unrelated sentences. The training objective is to
fine-tune the network so that the distance between the question
𝑆 and the positive question 𝑃 is closer than the distance between
the question 𝑆 and the negative question 𝑁 . Formally, the training
objective is to minimize the following function:

𝑚𝑎𝑥 ( | |𝐸𝑠 − 𝐸𝑝 | | − | |𝐸𝑠 − 𝐸𝑛 | | + 𝜖, 0) (2)

where 𝐸𝑠 , 𝐸𝑝 , and 𝐸𝑛 are the sentence embeddings of question 𝑆 ,
𝑃 , and 𝑁 . 𝜖 is the margin of the distance between 𝑆 and 𝑁 . By
default, 𝜖 is set to 1, which means that the cosine distance between
a question and its irrelevant question should be 1.
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how to convert foreign characters in java?
java.lang.Integer.toString

how to convert comma-separated string to list?
java.util.Arrays.asList

how to initialize list<string> object in java?
java.util.Arrays.asList

converting array to list in java
java.util.Arrays.asList

how to convert a number to a string collection
java.lang.Integer.toString

Figure 4: Contrastive training for a single post.

3.1.3 Candidate Posts Filter. In this step, with the BERT sen-
tence embedding built-in Section 3.1.2, we further filter out irrele-
vant questions for a given query and keep top-k questions for de-
tecting candidate APIs. Following existing work [14], CLEAR keeps
top-50 similar questions as the candidates, since retrieving toomany
questions can introduce noise to the recommendation process. In
this step, we use the euclidean distance between two questions as
the metric to filter out irrelevant questions.

Note that, although our experimental results show that directly
using the 50 candidate questions from the filter for API recom-
mendation can achieve better performance than both BIKER and
DeepAPI (details are in Section 5.1), we observe that there exist
noisy questions in the retrieved 50 candidate questions from the
filter (one of the possible reasons is the low quality of SO posts [30]),
which could hurt the performance of API recommendation. Thus, a
re-ranking model for the candidate posts is needed and details are
in the next section.

3.1.4 Candidate Post Re-ranking Model. The objective of our
filter model (details are in Section 3.1.3) is to filter out the number of
irrelevant posts from the entire search space, while this re-ranking
model is to optimize the ranking of the left 𝑘 candidate posts from
the filter model.

For semantic embedding re-ranking tasks, we choose the same
BERT model, i.e., RoBERTa [17], the state-of-the-art BERT-based
model for semantic embedding re-ranking tasks, as the base model.
Then, we fine-tune it with joint embedding training, which turns
the RoBERTa into a classification model (details are in Section 2),
the label is whether two posts have the same APIs. For training the
model, we first use the filter model (details are in Section 3.1.3) to
find the top-50 similar posts, i.e., 𝑇𝑠 = {𝑠1, 𝑠2, 𝑠3, ...𝑠50}, for a post 𝑝
in our training dataset. We then create 50 pairs from the post, i.e.,
𝑝𝑎𝑖𝑟𝑠 = {< 𝑝, 𝑠1 >, < 𝑝, 𝑠2 >, < 𝑝, 𝑠3 >, ... < 𝑝, 𝑠50 >} and the label
of each pair is whether they have the same APIs. In total, we have
around 1.7M pairs to train the RoBERTa based classification model.
We use the predicted possibility to rank the 50 candidate posts.

3.2 Search APIs
Given a natural language described query 𝑄 , the first step is to re-
trieve the top-k candidate questions from SO. CLEAR first uses the
trained RoBERTa based sentence embedding model to transform it

into an embedding. CLEAR then uses the filter model to filter out
irrelevant posts and get a list of candidates’ posts based on the BERT
sentence embedding. Then, in the re-ranking phase, the re-ranking
model calculates the probability that 𝑄 and a given candidate post
have the same label, we use the probability to rank the 50 candidate
posts. We then extract the APIs from the ranked posts and output
them as the recommendation to the query 𝑄 . After obtaining the
ranked list of candidate APIs, CLEAR also summarizes supplemen-
tary information for 𝑄 to describe the API usage examples and
help users decide which API should be chosen for their tasks. The
supplementary information summarized by CLEAR considers two
aspects, i.e., the title of similar questions and code snippets from
these questions.

Note that, CLEAR recommends APIs at method-level by default.
It can be easily adapted to class-level recommendations as well. In
the case of API class searching, we remove the method name of the
candidate API to adjust the candidate API to the class level.

4 EXPERIMENT DESIGN
4.1 Dataset
To evaluate the performance of CLEAR, we reuse SO data from the
state-of-the-art approach BIKER [14], which were collected from
the official data dump of SO by following criteria: 1) the question
is related to Java JDK programming, 2) the question should have
a positive score, and 3) at least 1 answer to the question contains
API entities and the answer’s score should be positive.

The APIs were extracted from the code snippets in markdown
scripts of the accepted answers in SO. In a markdown script, code
snippets are wrapped by <code> tags. One can use regular expres-
sions to localize the code snippets and further extract the APIs. In
total, BIKER’s dataset contains 33K Java-related questions. BIKER
also provided a test dataset for evaluating its performance, which
was manually created with a set of well-designed criteria, e.g., one
of their criteria is the score of the question itself should be at least
five, the details about the process are in their Section 4. The test
data contains 413 questions along with their ground truth APIs. We
use the title of these 413 questions as the query for API search.

Note that, BIKER’s test dataset mainly contains SO posts with
high quality, which cannot reflect the overall quality of SO posts.
Thus, we have also created two different random test datasets which
contain randomly selected SO posts for removing human bias (de-
tails are in Section 4.3).

4.2 Experiment Settings
We use Google Colab [2] professional version for fine-tuning the
models. The CPU we use is two Intel Xeon 2.20GHz CPU with
5G cache. The GPU resource we use is one NVIDIA V100 graphic
card with 13G memory. We fine-tune the filtering model and the
re-ranking model for five epochs each and then select the model
with the best performance on the validation set.

The triplets generation algorithm in CLEAR has two parameters,
i.e., the number of positive samples (𝑝) and the number of nega-
tive samples (𝑛), which could affect the performance of CLEAR.
To find the best values of these two parameters, we tune them
together. For 𝑝 and 𝑛, we experiment with five discrete values,
i.e., 1, 3, 5, 10, and 15, which results in a combination of 25 model
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Table 1: Performance comparison of different (P)ositive sam-
pling and (N)egative sampling settings.

P\N 1 3 5 10 15
1 0.004 0.032 0.027 0.036 0.027
3 0.184 0.332 0.392 0.463 0.416
5 0.376 0.512 0.552 0.766 0.76
10 0.524 0.704 0.652 0.828 0.784
15 0.624 0.684 0.736 0.72 0.784

configurations. Because the fine-tuning on the full data is very
time-consuming, we perform the grid search on the model with
a quarter of the training data. We train the filtering model until
full convergence or up to 5 epochs to sufficiently train the models.
The random seed is locked across the models to make sure the
random sampling on positive and negative samples is consistent.
We randomly select 5K posts as the test data for tuning these two
parameters, and we use the accuracy of our filter model as a metric
during our tuning. Following existing studies [6, 40], we use the
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦@1 as the metric for parameter tuning, which is calculated
as #(𝑓 𝑖𝑟𝑠𝑡 𝑚𝑎𝑡𝑐ℎ 𝑖𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡)/#(𝑡𝑒𝑠𝑡 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒𝑠).

Table 1 shows the result of 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦@1 based on different pa-
rameter settings, in which the row and column indices are the
numbers of positive and negative samples respectively. Overall, the
performance of CLEAR increases with the increase of positive and
negative samples, and the performance of CLEAR reaches the peak
at the point where the number of positive and negative samples are
both equal to 10. Thus, we set 10 positive samples and 10 negative
samples for each training instance when training CLEAR in our
experiments. In the case that there are less than 10 positive and
negative samples, we include all positive and negative samples.

4.3 Evaluation Datasets
To comprehensively evaluate the performance of CLEAR, we adopt
three test datasets covering three different scenarios, i.e., high-
quality SO posts (i.e., BIKER’s test dataset), real-wold random SO
posts, and SO posts with multi-API answers as our observation
shows that around 10% posts in SO contain multiple APIs. The
details of the three datasets are as follows:

• BIKER test dataset: is the evaluation dataset of BIKER,
which contains 413manually selected and verified SO queries
with API answers.

• Random test dataset: contains 1K random selected SO
queries with API answers from BIKER’s training dataset.

• Multi-API test dataset: contains 1K random SO queries
with multi-API answers from BIKER’s training dataset.

During our experiments, questions from the test datasets and
their duplicate questions were excluded from the training dataset.

4.4 Baselines
We compared CLEAR with BIKER [14], RACK [35], and Deep-
API [11], which are three state-of-the-art API recommendation
techniques. To show the impact of contrastive training, we also
introduce a variant of the filter model without adopting the con-
trastive training, which is the pre-trained RoBERTa model. Note

that, BIKER and our CLEAR share a common procedure, i.e., a filter
model to retrieve top k candidate posts and a re-ranking model
to re-rank the candidate posts. Thus, we also introduce the filer
models of BIKER and our CLEAR as the baselines.

Baseline1 (BIKER) [14]: first uses a mixture of TF-IDF and
a trained Word2vec model to calculate the similarity of a given
query and the SO posts and then the top 50 posts are selected
as the candidates. Finally, it re-ranks the 50 candidates by using
the similarity between the query and the corresponding official
API document descriptions. To comprehensively compare it with
CLEAR, we employ two related baselines, i.e., BIKER-filter (BIKER
without re-ranking) and BIKER-complete (the whole approach).

Baseline2 (RACK) [35]: is a keyword-API mapping system that
recommends APIs by matching keywords from the query. The
keyword-API is constructed by mining the statistical relationship
between the SO questions and the accepted answers of questions.
Please note that RACK only recommends API at the class level.

Baseline3 (DeepAPI) [11]: models API recommendation task as
a machine translation problem. It uses a Recurrent Neural Network
(RNN) Encoder-Decoder model to encode a given query into a fixed-
length context vector, and generate an API-method sequence based
on the context vector. The author of DeepAPI provided an online
tool for testing and evaluation. However, the website is not available
currently due to the budget limit. Initially, we contacted the authors
for their trained models, unfortunately, the author claimed that
they did not maintain the trained models anymore. Then, we used
its reproduction package6 and rigorously follow its instruction
to re-train the DeepAPI model from scratch with its dataset. The
training process takes 15 days and we achieve similar performance
(regarding BLUE scores) as reported in the paper of DeepAPI. The
reproduction model represents the best effort we made to reproduce
the DeepAPI model. In this work, the evaluation of the DeepAPI
model is performed on the reproduced model.

Baseline5 (Pre-trained RoBERTa filter): is the pre-trained
RoBERTa model. We compare CLEAR-filter with RoBERTa to ex-
plore the performance increase introduced by contrastive learning.
We use the same pre-trained RoBERTa model as used in CLEAR.

Baseline5 (CLEAR-filter): Since CLEAR has two steps, i.e., the
filter model, and the re-ranking model, we separate the filter model
from the re-ranking model to show the performance increase intro-
duced by both of them.

4.5 Performance Measures
Following existing studies [14], we use Mean reciprocal rank(MRR)
[31, 45], Mean average precision(MAP) [38], 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 , and
𝑅𝑒𝑐𝑎𝑙𝑙@𝑘 , to evaluate the performance of API recommendation
approaches. MRR and MAP are the widely accepted measurements
for information retrieval. MRR measures the effort needed to find
the first correct answer in the recommended list and MAP considers
the ranks of all correct answers.

We also evaluate the performancewith 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 and𝑅𝑒𝑐𝑎𝑙𝑙@𝑘 ,
where 𝑘 can be 1, 3, 5, and 10. For the search result of a query, pre-
cision and recall can be defined as follows:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 =
#(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑)@𝑘

#(𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑖𝑡𝑒𝑚𝑠) (3)

6https://github.com/guxd/deepAPI
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𝑅𝑒𝑐𝑎𝑙𝑙@𝑘 =
#(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑)@𝑘

#(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠) (4)

where the #(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑) refers to the number of cor-
rectly recommended API, the #(𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑖𝑡𝑒𝑚𝑠) refers to the num-
ber of total retrieved APIs, and the #(𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠) refers to the
number of APIs in the answers of the queries.

4.6 Research Questions
To evaluate the performance of CLEAR, we design experiments to
answer the following research questions:

RQ1: How effective is CLEAR comparing with existing API recom-
mendation baselines at method-level?

RQ2: How effective is CLEAR comparing with existing API recom-
mendation baselines at class-level?

RQ3: How does random sampling of triplet generation affect the
performance of CLEAR?

In RQ1 and RQ2, we set out to investigate the performance of
the CLEAR on method- and class-level API recommendation tasks.
To demonstrate its advantages, we compare CLEAR with state-of-
the-art baselines (details are in Section 4.4). In RQ3, we explore the
impact of the random sampling process in the triplet generation
algorithm (details are in Section 3.1.1) on the performance of CLEAR.

4.7 Statistical Testing
In this paper, we use a parametric test to check the statistically
significant difference in performance of different API recommen-
dation baselines. We use the parametric Wilcoxon signed ranked
test [50], which has been widely used in many software engineering
studies [21, 46–48]. The advantage of the Wilcoxon test is that it
does not require the results to follow any specific distribution. A
p-value smaller than 0.05 indicates that the difference between the
two baselines’ performance is statistically significant.

5 RESULT ANALYSIS
This section presents our experiment results and answers the three
research questions asked in Section 4.6 regarding the effectiveness
of CLEAR at method-level API recommendation (Section 5.1) and
class-level API recommendation (Section 5.2) and the impact of
randomness in CLEAR (Section 5.3).

5.1 RQ1: Effectiveness of CLEAR at
Method-level

ExperimentalMethod. To answer this research question, we com-
pare CLEAR with the baselines listed in Section 4.4 on the three
different test datasets listed in Section 4.3. Note that, we exclude
RACK in this research question as it recommends API at class-level
only. Since BIKER’s authors have published the replication pack-
age7, we directly use it to conduct experiments and compare with
CLEAR. For DeepAPI, as we described in Section 4.4, we use the
re-trained model for our experiments. Since DeepAPI recommends
API sequence for a given query, we consider a recommendation is
correct if any one of the APIs in the sequence is the ground truth

7https://www.dropbox.com/s/fr4gdbyfn58ytm8/BIKER.zip?dl=0

API of the query (the same comparison manner has also been used
in the comparison of BIKER and DeepAPI in BIKER’s paper [14]).

Results. Table 2 shows the result of CLEAR compared with the
other baselines. As shown in the Table 2, overall CLEAR outper-
forms both BIKER (including both its filter model and re-ranking
model) and DeepAPI. Note that, BIKER has the same performance
reported in this work and its original paper [14]. However, different
from the comparison reported in BIKER’s paper [14], where Deep-
API’s MRR and MAP are 0.183 and 0.155, in this study DeepAPI
reports muchworse performance, i.e., all MRRs andMAPs are below
0.1. The reason is that in paper [14], DeepAPI was evaluated on the
online tool released by DeepAPI’s authors, we re-trained DeepAPI
with its reproduction package (details are in Section 4.4). On BIKER
test data, the 𝑟𝑒𝑐𝑎𝑙𝑙@1 of CLEAR-complete is 0.6309, indicating
that there is at least one right answer in the first candidates in
63.09% cases. Comparing the BIKER-filter model and CLEAR-filter
model, the CLEAR-filter model outperforms the BIKER-filter model
by 46.43% and 50.18% on MAR and MAP. In terms of precision
and recall, CLEAR-filter model improves the 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@1, 3, 5, 10
by 51.45%, 120.44%, 151.37%, 166.49%, 𝑟𝑒𝑐𝑎𝑙𝑙@1, 3, 5, 10 by 52.61%,
31.63%, 22.25%, 4.005% respectively, which shows the effectiveness
of our filter model.

On the random test data, CLEAR-complete model outperforms
BIKER-complete model in all the measurements. Comparing to
BIKER-completemodel, CLEAR-completemodel improves by 185.88%
on MRR, 195.15% on MAP, 314.94%, 541.88% 732.24% 1132.05%
on 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@1, 3, 5, 10, and 326.29%, 180.50%, 133.18%, 87.45% on
𝑟𝑒𝑐𝑎𝑙𝑙@1, 3, 5, 10 respectively. Onmulti-API test data, CLEAR-complete
mode outperforms BIKER-complete mode by 104.09% on MRR and
105.24% on MAP. In terms of precision and recall, CLEAR-complete
improves the 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@1, 3, 5, 10 by 287.09%, 506.31%, 711.52%,
1126.38% and 𝑟𝑒𝑐𝑎𝑙𝑙@1, 3, 5, 10 by 301.99%, 165.70%, 130.77%, 87.35%
respectively. Compared to the RoBERTa model, CLEAR’s filter
model achieves better performance on all the three test datasets,
which indicates that contrastive learning can help learn a precise
semantic representation of programming tasks.

We have also conducted the Wilcoxon signed-rank test (𝑝 <

0.05) to compare the performance of CLEAR and baselines. the test
result suggests that CLEAR achieves significantly better perfor-
mance than all the baselines.

CLEAR significantly outperforms the state-of-the-art baselines
at method-level API recommendation and CLEAR’s perfor-
mance remains stable across different test datasets.

5.2 RQ2: Effectiveness of CLEAR at Class-level
Experimental Method. To answer this research question, we per-
form the same evaluation method on the baselines and CLEAR. We
use the same three test datasets with API methods removed to com-
pare API answers at the class level. To compare with RACK, we run
experiments with RACK’s replication8. For both BIKE and DeepAPI,
we use the same manner as the experiment at method-level API
recommendation in Section 5.1.

8https://github.com/masud-technope/RACK-Replication-Package
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Table 2: Performance comparison at method-level (RQ1)

Method-level BIKER-filter BIKER-complete DeepAPI RoBERTa CLEAR-filter CLEAR-complete

BIKER test data

MRR 0.4318 0.6225 0.0313 0.4098 0.6319 0.7551
MAP 0.4260 0.6175 0.0102 0.4088 0.6398 0.7655

Precision

P@1 0.2777 0.4642 0.0088 0.2341 0.4206 0.4682
P@3 0.2328 0.2486 0.0073 0.2632 0.5132 0.5502
P@5 0.2071 0.1698 0.0140 0.2563 0.5206 0.5531
P@10 0.1928 0.0956 0.0123 0.2305 0.5138 0.5563

Recall

R@1 0.2678 0.4503 0.0029 0.2321 0.4087 0.6309
R@3 0.5019 0.7142 0.0066 0.4980 0.6607 0.7638
R@5 0.5972 0.8134 0.0227 0.6130 0.7301 0.7956
R@10 0.7440 0.9166 0.0403 0.7182 0.7738 0.8551

Random test data

MRR 0.2448 0.2813 0.0336 0.2912 0.7573 0.8042
MAP 0.2357 0.2724 0.0104 0.2855 0.7612 0.8040

Precision

P@1 0.1420 0.1740 0.0080 0.1940 0.6680 0.7220
P@3 0.1266 0.1103 0.0057 0.1746 0.6669 0.7080
P@5 0.1160 0.0830 0.0131 0.1673 0.6495 0.6909
P@10 0.1074 0.0546 0.0137 0.1524 0.6233 0.6727

Recall

R@1 0.1298 0.1620 0.0023 0.1783 0.6383 0.6906
R@3 0.2673 0.3011 0.0052 0.3093 0.8078 0.8446
R@5 0.3298 0.3791 0.0203 0.3791 0.8523 0.8840
R@10 0.4418 0.4976 0.0423 0.4724 0.8954 0.9328

Multi-API test data

MRR 0.2296 0.2879 0.0355 0.2988 0.6495 0.5876
MAP 0.2212 0.2804 0.0115 0.2895 0.6392 0.5755

Precision

P@1 0.1280 0.1860 0.004 0.1970 0.6770 0.7200
P@3 0.1166 0.1156 0.0073 0.1766 0.6489 0.7009
P@5 0.1162 0.0850 0.018 0.1692 0.6365 0.6898
P@10 0.1120 0.0542 0.0153 0.1585 0.6183 0.6647

Recall

R@1 0.1155 0.1703 0.0011 0.1800 0.6406 0.6846
R@3 0.2440 0.3126 0.0065 0.3183 0.7806 0.8306
R@5 0.3188 0.3795 0.0278 0.3891 0.8335 0.8758
R@10 0.4443 0.4856 0.0472 0.4979 0.8793 0.9098

Results. Table 3 shows the result of CLEAR compared with the
other baseline approaches at the class level. Overall, CLEAR out-
performs other baselines on each of the three datasets. Among
the three baselines, similar to method-level API recommendations,
BIKER reports better performance than RACK and DeepAPI.

On BIKER test data, the recall@1 of CLEAR-complete is 80.95%,
indicating that there is at least one right answer in the top three
candidates in 80.95% cases. Comparing the CLEAR-complete model
with RACK, the CLEAR-complete model outperforms RACK by
187.65% in MRR and 196.76% in MAP. In terms of precision and re-
call, CLEAR-complete improves the 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@1, 3, 5, 10 by 236.11%,
566.25%, 906.04%, 1684.76% and 𝑟𝑒𝑐𝑎𝑙𝑙@1 by 242.86%, 158.87%, 144.96%,
129.77% respectively. Comparing the CLEAR-complete model with
the BIKER-complete model, the CLEAR-complete model outper-
forms the BIKER-complete model by 7.70% in MRR and 9.43% in
MAP. On the random test data, CLEAR outperforms RACK, BIKER,
and DeepAPI in all the measurements. Comparing the CLEAR-
complete model with RACK, CLEAR-complete outperforms RACK
by 273.41% in MRR, 298.55% in MAP, 432.89% in precision@1,
and 455.62% in Recall@1. On the multiple-API test data, CLEAR-
complete model outperforms RACK by 187.33% in MRR, 197.04%
in MAP. In terms of precision and recall, CLEAR-complete outper-
forms RACK the 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@ 1, 3, 5, 10 by 393.20%, 642.09%, 941.02%,
1617.85% and 𝑟𝑒𝑐𝑎𝑙𝑙@1, 3, 5, 10 by 399.01%, 193.87%, 159.94%, 124.76%
respectively. Compared to the RoBERTa model, CLEAR filter model

achieves consistently better performance on each of the three
datasets, indicating the effectiveness of contrastive learning.

The Wilcoxon signed-rank test (𝑝 < 0.05) also suggests that
CLEAR achieves significantly better performance than all other
baseline approaches.

CLEAR significantly outperforms the state-of-the-art baselines
at class-level API recommendation and CLEAR’s performance
remains stable across the three test datasets.

5.3 RQ3: Impact of Random Sampling
Experimental Method. In CLEAR’s triplet generation, for queries
with more than 10 positive or negative samples, CLEAR randomly
selects 10 for each query. To understand how does random sampling
affects the performance of CLEAR, we re-run the triplet generation
100 times. Please note that fine-tuning the model with full training
triplets is very time-consuming so we perform this experiment on
a subset of the training triplets containing 92k pairs (i.e., a quarter
of the full training triplets).

Result. Table 4 shows the impact of random sampling on the
performance of CLEAR measured by the Average Error and Coeffi-
cient of Variation (CV). As we can see from the table, the average
error on MRR is 0.85%, indicating that the difference of MRR in-
troduced by random sampling between different runs is 0.85% on
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Table 3: Performance comparison at class-level (RQ2)

Class-level BIKER-filter BIKER-complete RACK DeepAPI RoBERTa CLEAR-filter CLEAR-complete

BIKER test data

MRR 0.6397 0.8138 0.3047 0.0172 0.5761 0.7059 0.8765
MAP 0.6343 0.8138 0.3001 0.0008 0.5769 0.7156 0.8906

Precision

P@1 0.2777 0.4642 0.2420 0.0044 0.3690 0.7777 0.8134
P@3 0.2328 0.2486 0.1203 0.0014 0.4404 0.7513 0.8015
P@5 0.2071 0.1698 0.0777 0.0079 0.4269 0.7380 0.7817
P@10 0.1928 0.0956 0.0420 0.0070 0.4095 0.7182 0.7496

Recall

R@1 0.4623 0.6865 0.2361 0.0001 0.3611 0.5436 0.8095
R@3 0.7559 0.9067 0.3472 0.0001 0.7202 0.8253 0.8988
R@5 0.8531 0.9563 0.3750 0.0018 0.8214 0.8750 0.9186
R@10 0.9424 0.9880 0.4067 0.0035 0.9226 0.8988 0.9345

Random test data

MRR 0.4060 0.4515 0.2343 0.0206 0.4426 0.8467 0.8749
MAP 0.3961 0.4408 0.2207 0.0010 0.4410 0.8536 0.8796

Precision

P@1 0.1420 0.1740 0.1520 0.0060 0.3030 0.7800 0.8100
P@3 0.1266 0.1103 0.0989 0.0026 0.2976 0.7719 0.8093
P@5 0.1160 0.0830 0.0722 0.0076 0.2925 0.7611 0.7989
P@10 0.1074 0.0546 0.0431 0.0085 0.2810 0.7400 0.7809

Recall

R@1 0.2473 0.3103 0.1395 0.0002 0.2833 0.7473 0.7751
R@3 0.4573 0.4881 0.2728 0.0003 0.4988 0.8806 0.9113
R@5 0.5568 0.5571 0.3308 0.0016 0.5908 0.9133 0.9403
R@10 0.6633 0.6880 0.3968 0.0039 0.7063 0.9395 0.9606

Multi-API test data

MRR 0.3829 0.4458 0.2511 0.0193 0.4351 0.7702 0.7215
MAP 0.3763 0.4371 0.2406 0.001 0.4288 0.7684 0.7147

Precision

P@1 0.1280 0.1860 0.1620 0.002 0.3040 0.7720 0.7990
P@3 0.1166 0.1156 0.1069 0.0013 0.2843 0.7513 0.7933
P@5 0.1162 0.0850 0.0758 0.0094 0.2803 0.7415 0.7891
P@10 0.1120 0.0542 0.0448 0.0087 0.2698 0.7312 0.7696

Recall

R@1 0.2263 0.3048 0.1525 0.0077 0.2811 0.7340 0.7610
R@3 0.4341 0.4901 0.3003 0.0016 0.4830 0.8458 0.8825
R@5 0.5298 0.5620 0.3548 0.0024 0.5756 0.8853 0.9223
R@10 0.6688 0.6668 0.4208 0.0045 0.6905 0.9226 0.9458

Table 4: Impact the random sampling in triplet generation

Metric MRR MAP
Average Error 0.85% 0.84%
Coefficient of Variation (CV) 0.004 0.011

average. The Coefficient of Variation is calculated by𝐶𝑉 = 𝜎/𝜇 [8],
where 𝜎 is the standard deviation and 𝜇 is the mean. The CV of our
result suggests that the difference introduced by random sampling
is negligible.

The impact of random sampling in triplet generation on the per-
formance of CLEAR is negligible, which shows the robustness
of CLEAR.

6 DISCUSSIONS
This section discusses open questions regarding the performance
and threads to validity of CLEAR .

6.1 Why CLEAR Outperforms Existing
Baselines?

To understand why CLEAR significantly outperforms the base-
lines introduced in Section 4.4, we visualize the embedding of the
API search space of the model before and after contrastive train-
ing. Specifically, we use the Uniform Manifold Approximation and
Projection (UMAP) [18] approach to reduce the dimension of the

BERT-based sentence embedding to two dimensions. Then we la-
bel the embedding vectors with the Hierarchical Density-Based
Spatial Clustering of Applications with Noise (HDBSCAN) [3], an
unsupervised cluster classification approach for the coloring.

Figure 5 shows the visualization, in which the upper graph shows
the sentence embedding visualization of the training samples on the
model before we apply contrastive training, in which the points rep-
resent the sentence embedding vectors in two-dimensional space
and the color of the points indicates the APIs. From the visualiza-
tion, we can see that the majority of the APIs are mixed and the
boundary of each API is not clear. This graph shows clearly that it
is very hard to draw the decision boundary for different clusters in
the model before contrastive training. Since the training target of
contrastive training is to minimize the distance between semanti-
cally equivalent sentences and maximize the distance between the
irrelevant sentence, the margin between clusters should be larger
and clearer after training.

To support the above hypothesis, we also apply the same visu-
alization approach to the fine-tuned model after we applied con-
trastive training. Figure 5 lower graph shows the sentence embed-
ding visualization of the training samples after contrastive training.
From this figure, we can see clear cluster patterns of the query em-
bedding vectors. Most of the APIs are from dense clusters and the
margin space between clusters is relatively clear. This visualization
supports our hypothesis of contrastive training, meaning that the
contrastive training does pull semantic equivalent queries together
and separates the irrelevant vectors apart.
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Table 5: Recommendation results (i.e., APIs and top similar questions) of CLEAR for example queries. ✓ indicates the ground-
truth API and ✗ indicates the recommended API is incorrect.

Question API answers
input query How to convert DateFormat "Fri Jan 08 13:48:16 GMT+05:30 2021" to java.sql.Date ✓java.text.SimpleDateFormat.parse
1st How to parse "Thu Aug 04 00:00:00 IST 2011" to "04-08-2011"? ✓java.text.SimpleDateFormat.parse
2nd Converting "2010-02-15T20:05:28.000Z" in GMT format using Java ✓java.text.SimpleDateFormat.parse
3rd Convert String date into java.util.Date in the dd/MM/yyyy format ✗java.text.DateFormat.format
4th Date format and the hour is always 12:00:00.000 ✗java.time.Instant.parse
input query How to retrive value from property file which are present outside of the app ✓java.util.Properties.load
1st How to close the fileInputStream while reading the property file ✓java.util.Properties.load
2nd Using Maven properties to connect to a database ✗java.lang.System.getProperty
3rd Why do we need Properties class in java? ✗java.util.Properties.load
4th Issue reading a file path from a Properties file ✗java.util.Properties.store

Figure 5: Visualization of API question sentence embedding before
(i.e., the upper image) and after (i.e., the lower image) contrastive
training.

6.2 CLEAR in the Real-world Practice
We run CLEAR, BIKER, RACK, and DeepAPI on 50 recent Java-
related questions from Stack Overflow9. Comparing the top 10
recommended APIs, CLEAR successfully recommends APIs for
34 queries, BIKER successfully recommends APIs for 23 queries,
RACK successfully recommends APIs for 4 queries, and DeepAPI
successfully recommends APIs for 2 queries.

We selected two random examples that can be solved byCLEAR only
for demonstration. Table 5 shows the recommendation results of
CLEAR for the two example latest SO posts. The first example is
about converting date formats, we can see that CLEAR can under-
stand the concept of time in multiple formats and pick the keyword
“convert” correctly. The result shows that CLEAR is not suffering
from the lexical similarity pitfall concerning the time format and
9*The full list can be found in the reproduction package

is able to recommend correct APIs. The second example is about
property file access,the semantic of the question is “how to load
property files” and the CLEAR is able to get the keywords that are
the most related to the question, i.e., “property file” and “retrieve”.
We also see that the keyword “reading”, the synonym of “retrieve”,
is correctly recognized as well.

Through the above two case studies, we can see that the CLEAR is
more effective in capturing the semantic of the API queries regard-
less of the lexical information, thus can be used for API recommen-
dation in a real-world application.

6.3 Threat to Validity
Internal Validity. Our code has been checked to ensure our im-
plementation is correct and the questions in the testing dataset are
not included in the question base. And we reuse the replication
packages of the baselines to ensure their correctness. In addition,
although the dataset collected from SO is being filtered by heuristic
rules, there are still noises in the dataset due to the openness of SO,
which may affect the performance of the CLEAR.
External Validity. In this work, we used the dataset published
by BIKER to demonstrate the effectiveness of CLEAR, which only
supports Java API recommendations. The performance of CLEAR
can be different on API recommendation for other programming
languages. In addition, as the dataset only contains questions from
Stack Overflow, CLEAR might perform differently on data collected
from other online forums. Future study is needed to examine the
performance of CLEAR on data from other sources.
ConstructValidityWeuseMRR,MAP, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 , and 𝑟𝑒𝑐𝑎𝑙𝑙@𝑘

to measure the performance of API recommendation [14, 35], our
approach might have different performance under other metrics. In
this work, we assume that SO questions with the same API answer
as semantically equivalent when contrastively training our BERT-
based sentence embedding. Future study is needed to examine our
assumption on API Q&A pairs from other sources or other tasks.

7 RELATEDWORK
7.1 API Recommendation
There are many existing studies on API recommendation, includ-
ing API invocation sequences mining [19], dependency graph-
based API phrases mining [4], API recommendation for feature
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requests [43], query-API keyword mapping with crowed knowl-
edge [35], code snippet synthesis [33], similarity-based API recom-
mendation with language model [14], and API recommendation
based on similarity of functionality verb phrases in functionality
descriptions and user queries [53].

McMillan et al. [19] first presented portfolio, an API recommen-
dation tool that returns code snippets for a programming query.
Thung et al. [43] introduced historical feature requests combined
with official API documents information for API recommendation
for new feature requests. Nguyen et al. [23] proposed GRALAN, a
graph-based language model for object-oriented source codes. Liu
et al. [16] improved the ranking of the top-10 result of GRALAN
by introducing API usage path information to the graph system.
Nguyen et al. [22] used statistical learning on the commit changes
information for API recommendation. Gu et al. [11] first introduced
a deep learning model to API learning which achieves end-to-end
API sequence generation. CLEAR uses RoBERTa as the base model,
which is different from DeepAPI. Rahman et al. [35] presented
RACK, an API recommendation tool leveraging the real API usage
data from Stack Overflow [26]. The difference between the RACK
and CLEAR is that CLEAR uses a language model instead of key-
word mapping. Huang et al. [14] proposed BIKER, which filters the
candidate APIs based on the similarity against SO questions and
then re-ranks the candidates based on the similarity against offi-
cial API documentation description. The main difference between
BIKER and CLEAR is that CLEAR uses contrastive training instead
of unsupervised training in the model building stage.

7.2 API Usage Pattern Mining
Xie et al. [52] proposed MAPO, an API usage pattern mining tool
with various code pattern mining algorithms. Thummalapenta et
al. [42] proposed PARSEWeb, a java code reuse example genera-
tion tool build upon open-source java code data. Tseng et al. [44]
proposed UP-miner, a toolset that contains thirteen java utility
code pattern mining algorithms that improve the performance of
UP-miner. Fowkes et al. [9] presented PAM, a parameter-free proba-
bilistic algorithm for mining the API usage patterns. Wen et al. [49]
proposed an API miss-use detection tool that can detect API misuse
patterns of Java libraries. Chen et al. [5] first applied an unsuper-
vised technique to create analogical API mappings of third-party
libraries. Ren et al. [37] built an API-constraint knowledge graph
for API-misuse detection purpose.

8 CONCLUSION
In this paper, we propose CLEAR, a novel approach for API rec-
ommendation. CLEAR uses the BERT-based model for embedding,
which produces the embedding of the whole sentence of an API
query while considering semantic-related sequential information. It
uses contrastive training to better capture the semantics of the API
queries regardless of the lexical information. Our experiment re-
sults confirm the effectiveness of the CLEAR for both methods- and
class-level API recommendation. Our case study with CLEAR on
the latest SO posts further demonstrates its practical value.

In the future, we plan to extend CLEAR to other tasks such as
third-party API recommendation, Linux command search, code
snippet search, and program patch search.
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