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Summary

One of the most effective approaches to enhance the throughput capacity of wireless mesh networks (WMN) is to use
systems with multiple channels and multiple radios per node. Multi-channel multi-radio (MCMR) networks require
efficient channel assignment (CA) algorithms to determine which channel a link should use for data transmission in
order to maximize network throughput. The problem of CA has been studied extensively for unicast communications,
but addressed only recently for multicast. We propose a CA algorithm named Minimum interference Multi-channel
Multi-radio Multicast (M4) that minimizes interference among nodes in a multicast routing tree and uses both
orthogonal and overlapping channels such as those in IEEE 802.11b/g systems. Simulation results show that M4
outperforms the Multi Channel Multicast algorithm proposed. in various scenarios with respect to average packet
delivery ratio, throughput and end-to-end delay. Copyright © 2008 John Wiley & Sons, Ltd.
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1. Introduction and we will use the terms ‘routers’ and ‘nodes’
interchangeably.

Wireless mesh networking is an emerging technology Wireless mesh networking can be implemented
that supports many important applications such as using IEEE 802.11, IEEE 802.15, or more recently,
Internet access provisioning in rural areas, ad hoc IEEE 802.16 technologies. In this paper, we consider
networking for emergency and disaster recovery, IEEE 802.11 with carrier sense multiple access
security surveillance, and information services in with collision avoidance (CSMA/CA) medium access
public transportation systems. The technology enables control (MAC) because this is currently the most
networking capability where wiring or installing cables commonly used radio technique for WMNSs.

is difficult or expensive. In a wireless mesh network Until recently, research on wireless ad hoc networks
(WMN), wireless routers provide multi-hop wireless considers mostly networks with a single channel.
connectivity from a host to either other hosts in the The theoretical upper limit of per node throughput
same network or in the Internet. The wireless routers capacity in such networks is limited by O(1/4/n),
are often static and form a wireless mesh backbone. where n is the number of nodes in the network
Our work in this paper focuses on this mesh backbone, [1]. The theoretical achievable throughput is even
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Fig. 1. Multi-radio multi-channel model.

lower, estimated as 0(1/./nlogn) in a random ad
hoc network with ideal global scheduling and routing
[1]. It has also been shown through experiments that
on a string topology using CSMA/CA MAC such as
IEEE 802.11, the throughput degrades approximately
to 1/n of the raw channel bandwidth [2]. The above
results indicate that the throughput capacity of a
single-channel WMN becomes unacceptably low as the
network size increases.

Several factors contribute to such a rapid degradation
of throughput such as the behavior of the MAC
protocols, greediness of the initial nodes, and
subsequent flow starvation of the latter hops. However,
the single most important factor is the exposed terminal
problem, worsened by the use of a single-radio single-
channel network. One of the most effective approaches
to enhance the aggregate network throughput is to use
systems with multiple channels and multiple radios per
node [3-7].

Figure 1 illustrates the multi-channel multi-radio
(MCMR) model. The network has n channels, which
may either overlap, such that a channel partially shares
its spectrum with the adjacent channels, or may be
completely separated (orthogonal). For example, IEEE
802.11b/g networks have 11 channels, numbered from
1 to 11. Orthogonal channels are separated by at least
four other channels; for instance, channels 2 and 7 are
orthogonal. A host in a MCMR network has m radios
(interfaces), and typically 1 <m <n (e.g., m =3,
n = 11). A MCMR node can transmit on one channel
and receive on another at the same time using two
different radios. As aresult,a MCMR wireless network
at least doubles the throughput, since each node is now
in full-duplex mode, being able to transmit and receive
simultaneously. In return, MCMR networks require
efficient algorithms for channel assignment (CA) [4—
6,8,9], the task of determining which channel a link
should use for data transmission in order to minimize
interference for maximum throughput.

Multicast is a form of communication that delivers
information from a source to a set of destinations
simultaneously in an efficient manner. Important

Copyright © 2008 John Wiley & Sons, Ltd.

applications of multicast include distribution of finan-
cial data, billing records, software, and newspapers;
audio/video conferencing; distance education; IP
television; and distributed interactive games. Although
multicast is required to support many important
applications, research on multicasting in MCMR
WMN:ss is still in its infancy.

The problem of CA has been studied extensively
in the context of unicast communications [4-6,8,9],
and most assumes orthogonal channels [10]. CA
for multicast, however, has only been addressed
recently [11,12]. Zeng et al. [11] proposed a CA
algorithm for multicast in MCMR WMNs called
Multi-Channel Multicast MCM. This algorithm suffers
from low performance caused by the hidden channel
problem (HCP), and from the inconvenient use of
interference factors. In this paper, we propose a
CA algorithm named Minimum interference Multi-
channel Multi-radio Multicast (M4) that eliminates
the HCP and the use of interference factors. The
algorithm enables the nodes in a multicast tree to
operate with minimum interference. Like MCM, we
consider both orthogonal and overlapping channels
such as those in IEEE 802.11b/g systems. Our
experimental results show that M4 outperforms MCM
in various scenarios with respect to average packet
delivery ratio (PDR), throughput and end-to-end
delay.

The remainder of the paper is organized as follows.
We briefly describe the MCM algorithm and analyze
its drawbacks in Section 3. We present our proposed
CA algorithm and its performance evaluation in
Sections 4 and 5, respectively. Related work is
discussed in Section 6, and Section 7 concludes the

paper.

2. Definitions and Assumptions

We consider WMNSs with stationary wireless routers.
Two nodes are directly connected if they are within
the radio range of each other and referred to as one-
hop neighbors. Two nodes that communicate with each
other via an intermediate node are called two-hop
neighbors.

The HCP occurs when two nodes that are two-hops
away from each other select the same channel and thus
interfere with each other’s transmission. For example,
in Figure 2(b), if S and E select the same channel, say,
channel 1, and transmit at the same time, their signals
will collide at node C. If C is the intended recipient of
either transmitter, C will not receive the correct packet.

Wirel. Commun. Mob. Comput. 2009; 9:557-571
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Fig. 2. An example of channel assignment using MCM.

Dotted lines are not part of the multicast tree but shown to

represent direct connectivity between nodes. (a) A multicast
tree. (b) MCM channel assignment.

We assume that nodes that are three or more hops
away from each other do not interfere. In WMNs
(unlike MANETS or many types of sensor networks),
we have control over the placement of routers in the
network.

Our proposed CA algorithm considers both
overlapping and orthogonal channels. Our experiments
are based on IEEE 802.11b/g standards [13] in which
there is a total of 11 channels numbered from 1 to 11.
The channel separation between two channels ¢; and
¢y is defined as |c; — c1]|. For instance, the channel
separation between channel 1 and channel 5 is four.
In IEEE 802.11b/g standards, the separation between
orthogonal channels is at least five (i.e., separated by
at least four other channels, e.g., channels 3 and 8).

To measure the level of interference between
neighboring nodes, the MCM algorithm uses a metric
named interference factors. The interference factor
is defined as the ratio of the interference range over
the transmission range. Zeng et al. [11] described a
method for measuring interference factors. Using four
wireless routers equipped with Netgear WAG511 PC
cards to establish two wireless links (one between
each pair of routers), the authors moved the two
wireless links far away from each other gradually
until they did not interfere with each other. This
gave the interference range of the two links in order
to calculate the interference factor as defined above.
Table I lists the interference factors versus channel
separation for 2 Mbits/s, 5.5 Mbits/s, and 11 Mbits/s
data rates obtained from this experiment [11]. The
results show that the larger the channel separation,
the less the interference and the lower the interference
factor. When the channel separation is five or more, the
interference factors approach zero.

Copyright © 2008 John Wiley & Sons, Ltd.

Table I. An example of interference factors in an IEEE 802.11b
network [11].

Channel separation 2 Mbits/s 5.5 Mbits/s 11 Mbits/s
0 2.5 2.2 2.0
1 1.6 1.5 1.2
2 1.2 1.0 0.7
3 0.9 0.8 0.5
4 0.5 0.3 0.2
>5 0.0 0.0 0.0

By definition, interference factors depend on the
transmission rate at the physical layer, channel
separation, distances between nodes and environmental
factors such as signal reflections and multi-path fading.

We assume that a multicast tree has been constructed
before the CA algorithm is applied, as in MCM. The
goal of the CA algorithm is to minimize the interference
between nodes in the given tree. There exist several
approaches/algorithms for building multicast trees
[14], such as shortest path trees [15-22], minimum
Steiner tree [23-27], minimum data overhead tree [28].
A performance comparison of these types of trees for
single-channel WMNSs can be found in [29,30].

The parent-child and sibling relationships between
nodes in a multicast tree is the same as those defined
for the traditional rooted tree data structure [31], where
the root of the tree is the multicast source.

When applying the M4 algorithm, each node in the
multicast tree uses only two radios (interfaces): one
for receiving multicast data from its parent (uplink
interface), and the other for sending multicast data
to its children (downlink interface). Other remaining
radios, if any, can be used for other flows. Note
that the multicast source has no uplink interface in
the tree, and multicast destinations have no downlink
interface.

We assume that the network topology as well
as multicast membership are static. In practice,
routers may be added to, removed from or moved
inside the network; members may join or leave the
multicast group freely at will. These events require the
reconstruction of the multicast tree and re-computation
of the CA. These issues are to be addressed in our future
work.

Finally, multicast data flows are assumed to be one-
way, from the source towards the destinations (although
the routing protocol and the CA algorithm may require
children to sent control messages to their parents.
However, this is done before data transmission starts
and does not interfere with data packets.)

Wirel. Commun. Mob. Comput. 2009; 9:557-571
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3. Multi-Channel Multicast (MCM)

In this section, we briefly describe the MCM algorithm
and then analyze its drawbacks.

3.1. The MCM Algorithm

The MCM algorithm considers both overlapping and
orthogonal channels. It uses interference factors to
minimize interference among one-hop neighboring
nodes. The MCM CA algorithm works as follows. It
starts with the source node by assigning a channel to the
downlink interface of the source. All multicast children
of the source node then tune into this channel for
receiving multicast data from the source. The algorithm
then processes the source’s children, following a
breadth-first search traversal [32] of the multicast tree.
For each child, MCM assigns a channel to the downlink
interface of the node so that the assignment minimizes
the interference factor between this node and all of its
one-hop neighbors who have already been assigned a
channel. Specifically, let N(v) denote the set of one-hop
neighbors of node v that have already been assigned a
channel; ¢, is the channel that is assigned to node v;
8(c,.c,y) 18 the interference factor between two channels
¢y and ¢y,. For each forwarding node v in the multicast
tree (including the source), MCM selects a channel ¢,
for v so that it minimizes the following function:

Z 52(vaczu) (1)

YweN (v)

If there is more than one channel that satisfies the
optimization function, MCM will randomly choose
one channel from the multiple solutions. The CA
procedure repeats until it covers all forwarding nodes
of the routing tree in the order of a breadth-first search
traversal. An example of the CA produced by the MCM
algorithm is shown in Figure 2. In this example, S is the
multicast source; H, J, K, L are multicast destinations;
and C, B, E, F are multicast forwarding nodes.

3.2. Drawbacks of MCM

The CA algorithm of MCM suffers from the HCP, and
the use of interference factors is not convenient and
not flexible. Moreover, random selection of a channel
from multiple choices may not give the best solution.
In this section, we discuss these drawbacks of the
MCM algorithm.

(1) The hidden channel problem. When computing the
optimization function (1), MCM considers only
the interference caused by one-hop neighbors of

Copyright © 2008 John Wiley & Sons, Ltd.

a node v. For example, in Figure 2(a), if v=E
then the set of neighbors used in function (1) is
N(v) = {C}. This, however, causes the HCP, as
illustrated in Figure 2(b). In this example, node
C receives data from node S on channel 1 and
is within the transmission range of node E, who
transmits on channel 1 as well. If two signals
transmitted by S and E arrive at C at the same
time, they will collide at node C. The reason is
that node E considers only the channel assigned
to node C, its one-hop neighbor, and ignores the
two-hop neighbor S. A similar scenario happens
between nodes C, H, and F on channel 11. Our
proposed algorithm improves the MCM algorithm
by including a two-hop interference component
in the optimization function, making it aware of
this HCP.

(2) Interference factors. As discussed earlier, inter-
ference factors depend on the transmission rates
at the physical layer, distances between nodes
and physical properties of the operating area.
Therefore, before applying the MCM algorithm,
one needs to acquire the interference factor values
of a given network and supported data rates. In
addition, the interference factors obtained in a
network area may not be applicable to others as
the interference characteristics may not be the
same. Moreover, varying interference factors (due
to varying environmental conditions) are likely
to generate fluctuating CA solutions that are not
optimal. Therefore, the M4 algorithm uses channel
numbers (in combination with its own optimization
function) instead of interference factors.

(3) Random selection from multiple choices. Assuming
IEEE 802.11b/g, when the channel separation is
equal or greater than five channels, the interference
factor approaches zero [11]. This means that
there can exist multiple channels that satisfy
the objective function. Consider the example
illustrated by Figure 3(a), in which there are three
nodes that are within each other’s transmission
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Fig. 3. Channel assignment comparison between MCM and
M4. (a) MCM: non-optimal channel assignment. (b) M4:
optimal channel assignment.
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range. Since the first node has selected channel
1, the possible solutions for the second node are
channels 6, 7, 8, 9, 10 or 11. In this example, the
second node chooses (randomly) channel 8.

Randomly selecting one of the possible channels,
as MCM does, may not give the best performance.
Using the above example and optimization function
(1), we see that the channel to be chosen for the third
node is 11. The solution is thus {1, 8, 11}, resulting
in one pair of overlapping channels (8 and 11). On the
other hand, the optimal solution is {1, 6, 11}, which
gives us three orthogonal channels and no overlapping
channels (Figure 3(b)). The optimization function in
our proposed M4 algorithm supports optimal channel
selection when there are multiple choices.

4. The M4 Channel Assignment
Algorithm

Considering the drawbacks of MCM, we propose
a CA algorithm for multicast called M4 that solves
the HCP and does not use interference factors in the
optimization function.

4.1. Algorithm

We eliminate the HCP by adding to our optimization
function the channel information of the two-hop
neighbors of a node v. In the example of multicast tree
in Figure 2, node E is informed of the channel already
selected by node S so that it can avoid that channel.
Similarly, F should know about the channel informa-
tion of node C. How to collect channel information of
two-hop neighbors is discussed in Section 4.2.

We solve the interference factor problem by
developing an optimization function which uses only
channel numbers (e.g, 1, 2, ..., 11 in IEEE 802.11b)
while maximizing the channel separation among one-
hop and two-hop transmitting neighbors.

Let N°(v) denote the set of one-hop and two-hop
neighbors of node v that have already been assigned
a channel, and ¢, be the channel used by node v. We
define optimization function F(c) as follows:

[T le—cul

YweN®(v)

F(c) = 2

max {|c —¢|} +

min {|c —c¢;
VieN(v) { i

VjeN®(v)

Then for each multicast forwarding node v in the
multicast tree including the source, the M4 algorithm
assigns to v a channel ¢, that maximizes the value
F(cy).

The right hand side of Equation (2) is a fraction
whose numerator is the product of the absolute values
of the channel separations between v and w, w €
N°®(v). The goal is to maximize the channel separation
between v and all its neighbors.

To obtain the denominator, M4 finds the maximum
and minimum among all channel separations of the
currently available (c,, ¢y,) neighbor pairs, and then
divides the maximum by the minimum. The objective
here is to balance the channel separation among all
channel pairs considered. This helps avoid situations
such as the example in Figure 3(a) where one channel
pair is ‘over-separated’ (channels 1 and 8), while the
other pair is overlapping (8 and 11). M4 offers the
optimal solution, which is three orthogonal channel
pairs from the set {1, 6, 11} (Figure 3(b)).

Thanks to the above optimizations, M4 is able to find
CAs with less interference than MCM, which resorts
to random selections when there are several channel
choices (compare the CAs in Figure s 3(a) and 3(b) for
an example).

To further demonstrate the improvement of M4 over
MCM, we use M4 to assign channels to nodes in the
multicast tree shown in Figure 2(a). The resulting CAs,
after applying Equation (2) to all multicast nodes in the
multicast tree, are shown in Figure 4. Compared to the

Chanrel | C, N°[C) = [5] | B, N*[H}={§C} | E, N*(E)=[SC] | E N°[{F]={CE} |
e=l Fle)=0 F(c)=0 Flc)=0 Flc)=125
e=2 F'f.::]:l P[c]:l F{c):l F((:j:lﬁ
e=3 Fle)=12 Fle) =4 Fle) =4 Flel =8
= Flcj=a Flej=9 Flej=19 Flej=4
=5 Fle)=4 Fic) =18 Flc) =16 Flel =1
=6 Fley=5 Fie) =125 Fle) =25 Fle)=10
o=/ Fle) =6 i) = 16 Fc) = 16 Flg) =1
=) Fle) =7 Floi=9 Flc) =0 Flo) =4
= Fle)=8 Fle)=4 Fle) =4 Fle)=9
=10 Fle)=19 Fley=1 Fley=1 Fle) =16
c=l1 Fc) =10 Fle) =0 Fley=0 Fie)=0

cg =1 co =11 cp=6 ceg =6 ep =1

Fig. 4. Channel assignments in M4. The hidden channel problem in MCM (Figure 2) no longer exists in M4.
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Wirel. Commun. Mob. Comput. 2009; 9:557-571
DOI: 10.1002/wcm



562 H.L.NGUYEN AND U. T. NGUYEN

CAs obtained from MCM (Figure 2(b)), the CAs given
by M4 show no hidden channels and no interference
among multicast nodes.

4.2. Implementation

We discuss two major issues, namely the collection
of one-hop and two-hop neighbor information and the
computation of function F(c).

The channel information of two-hop neighbors
can be obtained in a distributed manner as follows.
After a node v obtains the channel assignment it
is assigned, it broadcasts a message containing its
node ID and the assigned channel number to its
one-hop neighbors. When a neighbor u of node v
receives the broadcast message, u adds its own ID and
channel information to the message (if the channel
information is available at that time). Node u then
broadcasts the updated message to its neighbors.
Besides channel information, these broadcast messages
also provide us with the set of one-hop and two-
hop neighbors of a node v that have been assigned
channels, N°(v).

In our implementation, we include a hop count
value with each channel information entry so that
the information is not propagated beyond two-hop
neighbors. Each message is broadcast three times to
increase delivery reliability. To minimize collision,
when a node receives a channel information message,
it does not re-broadcast a message immediately, but
waits for some random amount of time whose value
is drawn from a distribution. Since we assume static
membership, the broadcast messages are transmitted
before data transmission starts, and thus do not interfere
with the data traffic. When we consider dynamic
joins/leaves and traffic loads, channels will need to be
re-assigned based on the changes. In that case, we will
need more efficient algorithms for nodes to exchange
channel and neighbor information. This, along with
support for dynamic membership and traffic loads, will
be addressed in our future work (see also 4.3).

With respect to the computation of function
F(c), when Equation (2) gives more than one
solution with the same optimal value F,, we break
the tie as follows. The solution with the most
number of orthogonal channel pairs is selected
because orthogonal channels are more favorable than
overlapping channels. If the solutions have the same
number of orthogonal channel pairs, the one with
the node having the least number of one-hop and
two-hop neighbors is chosen to further minimize the
interference.

Copyright © 2008 John Wiley & Sons, Ltd.

4.3. Discussion

When designing the M4 CA algorithm, we recognized
two major types of interference among nodes:
intra-flow and inter-flow. We discuss how the
proposed M4 algorithm handles these types of
interferences.

(1) Intra-flow interference. For a unicast flow, this is
the interference among nodes on the path from the
source to the destination. For a multicast group, we
consider the whole tree/group as a flow. Multicast
intra-flow interference is thus among nodes in the
routing tree. When we include all one-hop and
two-hop neighbors of a multicast node v (i.e., set
N°®(v)) in Equation (2) of the M4 algorithm, we take
into account all possible relatives of v within two-
hop transmission of v in the routing tree, including
siblings (i.e., multicast nodes at the same level in
the tree).

(2) Inter-flow interference. This is the interference
among nodes belonging to different flows. In the
current implementation, we consider only intra-
flow interference (i.e., among nodes in a multicast
tree). To account for inter-flow interference, we
can incorporate the channel information of other
flows into Equation (2) when performing CA for
the multicast group. We can also apply the M4
algorithm to unicast flows by collecting the channel
information of one-hop and two-hop neighbors of
the nodes on the source-to-destination path and
then apply Equation (2).

Figure 5 illustrates an example which re-uses the
multicast group shown in Figure 4. Assume that the
unicast flow with source M and destination N has been
active on channel 2 when the multicast session starts.
When we solve Equation (2) for multicast forwarding
node F, node M of the unicast flow is also included in
the computation; thatis, N°(F) = {C, E, M}, resulting
in cp = 9 (recall that cr = 1 in Figure 4 when there
are no other flows).

When inter-flow interference is included in the CA
algorithm, traffic loads must be considered in order to
obtain the optimal solution. For instance, when a new
flow starts, the CA should be recomputed to account
for the interference caused by the new flow. Similarly,
when a flow terminates, the CA must be updated to
exclude the interference of this flow. Furthermore, a
flow with very light load incurs less interference than
one with heavy load. In other words, the traffic load of a
flow determines its level of interference, and thus must

Wirel. Commun. Mob. Comput. 2009; 9:557-571
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Fig. 5. Inter-flow interference: co-existence of multicast and
unicast flows.

be considered in a CA algorithm, as done in several CA
algorithms (for unicast communications) [4,5,8,33].

The CA could be updated when the traffic load
changes. However, network load conditions can be
very dynamic; it could be very expensive to keep track
of every change and re-compute the CA accordingly.
Therefore, most CA algorithms use the simple method
of periodic updates [4,8,33], i.e., the CA is updated
periodically, e.g., every one minute [8].

Our future work is to evaluate the proposed
algorithm with dynamic network traffic loads.

5. Experimental Results

We evaluate the performance of M4 and compare it with
that of MCM using QualNet simulator version 4.0 [34].
M4 offers two advantages over MCM: (1) eliminating
the HCP, and (2) avoiding the use of interference
factors and random channel selections when there exist
multiple choices. Therefore, we evaluated two versions
of MCM:

® Original MCM (denoted by MCM).

® Improved MCM (denoted by i-MCM). We modified
MCM to eliminate the HCP by considering two-hop
neighbors in the CA procedure, but kept the original
form of the MCM optimization function (Section
3.1). By comparing M4 with i-MCM, we show that
we can avoid using interference factors in the CA
algorithm without performance degradation, and that
our channel selection strategy performs better than
that of MCM.

Copyright © 2008 John Wiley & Sons, Ltd.

The multicast ad-hoc on-demand distance vector
(MAODV) protocol [22] is used to build multicast
routing trees (although the CA algorithms of M4 and
MCM can be applied to any types of tree). MAODV is
provided by QualNet.

Following are our performance metrics, simulation
parameters, and results.

5.1. Performance Metrics

We use the following metrics to measure the
performance of the M4 and MCM algorithms:

® Average multicast packet delivery ratio. The PDR
of a receiver is the number of data packets actually
delivered to the receiver versus the number of data
packets supposed to be received. The average PDR
of a multicast group is the average of the PDRs of all
the receivers in the group.

® Average end-to-end delay. The end-to-end delay of
every packet received at every receiver is recorded;
the average over all the packets received is then
computed.

® Average throughput. The throughput is defined as
the total amount of data a receiver actually receives
divided by the time between receiving the first
packet and the last packet. The average taken over
all the receivers is the average throughput of the
multicast group, assuming that each group has one
sender.

5.2. Simulation Parameters

We simulated a small network of 50 wireless routers
distributed over a 1000m x 1000m area, and a
medium-size network of 100 wireless routers, over
a 1700m x 1700 m area. The nodes are distributed
uniformly over the sub-areas within a terrain, and the
nodes within a sub-area are randomly placed in that
space. There are no network partitions throughout the
simulation.

The transmission power of the routers is set constant
at 20dBm; the transmission range of the wireless
routers is 315 m. We use PHY802.11b at the physical
layer with a transmission rate of 11 Mbits/s. A two-
ray propagation model [35] is used when the distance
between two routers is 250 m or more; otherwise, a free
space model is used to avoid the oscillation caused by
the constructive and destructive combination of the two
rays over short distances. The above distance threshold
for switching between the two models is calculated by
the QualNet software.

Wirel. Commun. Mob. Comput. 2009; 9:557-571
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Table II. Common simulation parameters.

Parameter

Value

Network size
Path loss model

Router transmission power
Transmission rate at physical layer
Physical layer protocol

Medium access control

MAC for multicast flows

Packet size (excluding header size)
Queue size at routers

Queuing policy at routers

Traffic model of sources

Duration of each experiment
Number of runs per data point

50 nodes over a 1000 m x 1000 m area
100 nodes over a 1700 m x 1700 m area
Free space for distances below 200 m
two-ray for distances of 200 m or more
20dBm

11 Mbits/s

PHY802.11b

MACS802.11 with DCF

CSMA/CA

512 bytes

50 Kbytes

First-in-first-out

Constant bit rate (CBR)

400 s of simulated time

10

The MACS802.11 protocol with DCF (Distributed
Coordination Function) is chosen as the MAC
protocol.We implemented only CSMA/CA without
RTS (right to send), CTS (clear to send) or ACK
(acknowledgment) for multicast MAC. There currently
does not exist an effective algorithm for implementing
RTS/CTS/DATA/ACK exchanges at the branch points
of a multicast tree for the following two reasons. First,
CTS packets sent by the multicast neighbors of a
transmitter have a very high probability of colliding
at the transmitter. More importantly, it may not be
possible for all the multicast neighbors to agree on a
common time slot for the transmission of a packet,
or the delay would be very long to reach such an
agreement. Therefore, all multicast implementations in
802.11-based wireless networks so far have used only
CSMA/CA without RTS/CTS/DATA/ACK exchanges.

The data packet size excluding the header size is
512bytes. The size of the queue at every node is
50 Kbytes. The packets in a queue are scheduled on
a first-in-first-out basis. We did not implement flow
or congestion control in order to test the network
performance under very high loads.

Each multicast group has one sender. The sender of a
multicast group transmits at a constant bit rate properly
set for each experiment. The number of receivers (the
group size) is also specified for each scenario. We
assume that each sender or receiver is connected to
a different wireless router since our work focuses on
the mesh backbone. (In practice, there can be many
hosts communicating with a wireless router, e.g., to
form a wireless local area network.) The sender and the
receivers of a multicast group were selected randomly,
and the same sender and receivers and the same network
configuration were used for all CA algorithms in order

Copyright © 2008 John Wiley & Sons, Ltd.

to obtain a fair comparison. All receivers joined a
multicast group at the beginning and stayed until the
whole group terminated.

In each experiment, the source sent data for 300 s
of simulated time, at a constant bit rate specified for
each experiment. After the source finished sending, the
simulation continued to run for 100 s of simulated time
to give the last packets time to be processed and routed,
for a total of 400 s. This 400 s duration did not include
the time needed for constructing the routing tree at the
beginning. Each data point in the graphs was obtained
from 10 runs using different randomly generated seed
numbers, and the collected data were averaged over the
10 runs.

The above parameters are summarized in Table II.

To confirm the results reported in this paper, we
also created two more configurations for each data
point by changing the node placement in the network
and multicast senders and receivers, and repeated the
experiments. The results from these configurations are
consistent with those presented in this paper.

5.3. Scenarios

We considered a small network of 50 nodes in a
1000m x 1000 m area and a medium-size network
of 100 nodes in a 1700m x 1700 m area. For each
network size, we measure the average PDR, throughout
and end-to-end delay as functions of

® the sender’s sending rate at the application layer (i.e.,
traffic load). The rate varies from 10 to 100 packets/s.
The multicast group sizes are 20 and 35 receivers in
the small and medium networks, respectively. We
implemented the IEEE 802.11b 11-channel system.
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Table III. Simulation scenarios.

Function of Parameters

50-node network 100-node network

Traffic load Sending rate
Number of channels

Number of receivers

Multicast group size Sending rate
Number of channels

Number of receivers

Number of channels Sending rate
Number of channels

Number of receivers

from 10 to 100 packets/s
11

20 35
60 packets/s 40 packets/s
11
from 1 to 30 from 1 to 55
60 packets/s 40 packets/s
from 1 to 20
20 35

® the multicast group size. The number of receivers
ranges from 1 to 30 in the small network and from 1 to
55 in the medium network. The number of channels
is 11. The source sending rates are 60 packets/s
and 40 packets/s in the small and medium networks,
respectively. These rates generate a moderate load in
the given networks and group sizes.

® the number of channels. The values range from 1
to 20. Any two channels are orthogonal if they are
separated by at least four channels (e.g., channels 2
and 7). In the small network, there are 20 receivers,
and the traffic load is set at 60 packets/s. In the larger
network, the multicast group contains 35 receivers
and the traffic load is 40 packets/s.

A summary of these above parameters is shown in
Table I11.

5.4. Function of Traffic Load

In this set of experiments, the sender’s rate varies from
10 to 100 packets/s. The multicast group in the 50-node
network, has 20 receivers, and the results are given in
Figure 6.

When the traffic load is light (10-20 packets/s), the
three algorithms perform similarly with respect to PDR
and throughput. When the load is light, there is less
medium contention and usage; the multicast group did
not take advantage of MCMR. A single channel would
have been adequate in this case. Therefore, the three
algorithms perform similarly.

When the traffic load is moderate to heavy
(above 40 packets/s), the advantage of MCMR clearly
demonstrates, which leads to M4 outperforming i-
MCM and MCM. For instance, under heavy load,
80 packets/s, the PDRs of M4, i-MCM, and MCM are
85, 79, and 64%, respectively, a difference of 21%
between M4 and MCM.

Copyright © 2008 John Wiley & Sons, Ltd.

The performance gap between M4 and MCM is
larger than that between M4 and i-MCM. This indicates
that the HCP is the main factor weighing down the
performance of MCM.

M4 performs better than i-MCM, thanks to a channel
selection strategy better than random selection when
there exist multiple choices. The results also show
that using simple channel numbers as a measure of
channel separation in M4 is just as effective as using
interference factors in MCM.

M4 offers the lowest average end-to-end delay,
about 26 and 19% lower, than MCM and i-MCM,
respectively. Better CA resulted in lower contention
for medium, and thus lower end-to-end delay.

We now examine the performance of the three
algorithm as function of traffic loads in the larger
network of 100 nodes with 35 multicast receivers. The
graphs are shown in Figure 7. As above, M4 performs
similarly to MCM and i-MCM under light loads (10—
20 packets/s), and significantly better under heavier
loads with respect to all metrics.

The performance gap between M4 and i-MCM in
the 100-node network is more pronounced than that in
the smaller network. For instance, when the number of
receivers is 20 and the traffic load is 60 packets/s, the
PDRs of M4 and i-MCM in the network of 50 nodes
are 89 and 86%, respectively (Figure 6(a)), while the
PDRs in the network of 100 nodes are 85 and 73%,
respectively (Figure 7(a)). In the same scenario, the
average end-to-end delay given by i-MCM is about
19% higher than that of M4 in the smaller network
(42 ms vs. 33 ms in Figure 6(c)), and about 32% higher
in the larger network (65 ms vs. 44 ms in Figure 7(c)).
The reason is that longer source-to-destination paths
in the larger network take more advantage of the
better channel selection algorithm of M4. Similarly, the
performance gap between M4 and MCM also widens
in the 100-node network. The HCP in MCM caused
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Fig. 6. Functions of traffic load—50-node network.

(a) Average PDR. (b) Average throughput. (c) Average end-
to-end delay.

more collision and congestion when there were more
nodes on a source-to-destination path.

For all three algorithms in both networks, as the
sender’s rate increases, the throughput increases as
expected; the PDR decreases because higher loads
cause more congestion and collisions, resulting more
packets dropped or damaged.
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5.5. Function of Number of Channels

The number of channels in this set of experiments is
varied from 1 to 20. The multicast group in the 50-node
network has 20 receivers, and its source sends at a rate
of 60 packets/s. This rate yields a moderate load for the
given group size in this network.
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The results in Figure 8 show that M4 and i-MCM
outperform MCM in all cases, thanks to the elimination
of the HCP. When the number of channels is 20,
the PDRs of M4 and MCM are 94.1 and 89.6%,
respectively. The average end-to-end delay of M4 is
25.8% lower than that of MCM. Note that in the
network with only one channel the results from the
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three algorithms are almost the same as we would
expect.

The performance of M4 is only slightly better than
than of i-MCM in this set of experiments. Note,
however, that our intention was to replace interference
factors with a metric that is simpler, more convenient,
and more flexible. To that end, our optimization
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function using simple channel numbers to measure the
degree of channel separation proves to be as effective
as interference factors, because M4 performs similarly
to or better than i-MCM in all cases.

In the 100-node network, we simulated a multicast
group having 35 receivers and a source rate
of 40packets/s (Figure 9). Again, M4 performs
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Fig. 10. Functions of group size—50-node network. (a)
Average PDR. (b) Average throughput. (c) Average end-to-
end delay.
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better than MCM and i-MCM. The performance
gap between M4 and MCM/i-MCM magnifies as
the network size increases, for the same reason
as explained above (longer source-to-destination
paths).

For all three algorithms in both networks, as the
number of channels increases, the PDR and throughput
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to-end delay.
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increases, and the average end-to-end delay decreases.
The higher the number of channels, the less time spent
contending for the medium. However, the performance
of M4 increases at a faster rate than MCM, thanks to
the elimination of the HCP and better optimization
function.

5.6. Function of Group Size

In the 50-node network, the multicast group size
is increased from 1 to 30, while the number of
channels and sender’s rate are set to 11 and
60 packets/s, respectively. The results are shown in
Figure 10, which indicate that M4 performs better
than MCM and i-MCM in almost all cases, especially
when the group size is large. For instance, when
the number of receivers is 30, the PDR of M4 is
85%, i.e., 9 and 14% higher than that of i-MCM
and MCM, respectively (Figure 10(a)). Similarly, the
average end-to-end delay of M4 is 12.9% lower than
that of i-MCM (27 ms vs. 31 ms) and 30.7% lower
than that of MCM (27 ms vs. 39 ms), as shown in
Figure 10(c).

Asthe group size increases, the more traffic is created
in the network. Therefore, the PDR and throughput of
the three algorithms go down slightly. Similarly, the
average end-to-end delays tend to go up as the group
size increases.

We conducted the same experiment with 100-node
network with the group size varying from 1 to 55. The
results of this experiment, shown Figure 11, provide a
similar comparison between M4, MCM, and i-MCM.
Specifically, when the multicast group size was 45, M4
achieved a PDR of 89%, while the PDRs of i-MCM
and MCM were lower, at 84 and 79%, respectively
(Figure 11(a)). The average end-to-end delay of M4
was 50ms, 10.7 and 24% lower than that of i-MCM
(56 ms) and MCM (66 ms), respectively (Figure 11(c)).
Again, although i-MCM performs better than MCM,
its results were not as good as M4 due to M4’s better
optimization function.

6. Related Work

Recent work on multicast in WMNs focuses on
multicast routing and performance study of routing
approaches in single-channel networks [28-30,36—-39].
On the other hand, the problem of CA in multi-radio
multi-channel WMNs has been studied extensively for
unicast communications [5,6,8,9,40-42].

Copyright © 2008 John Wiley & Sons, Ltd.

In the context of unicast communications, the CA
problem can be classified into three approaches: (1)
routing first, CA second [8,9]; (2) CA first, routing
second [6,40,41]; and (3) joint CA and routing [5,42].
For instance, the protocol by Raniwala and Chiueh
[8] performs routing first, followed by CA. The CA
algorithm is called load-aware CA, because the traffic
loads of the links are known at the time CA is
performed. The protocol carries out the procedure
of routing and CA periodically because link traffic
loads may change over time. Tang et al. [6] use
the second approach in their algorithm: CA is done
first, followed by routing. Thanks to the CA result,
the interference among links is given, and routing
under this constraint is called interference-aware
routing. Alicherry and Li [5], on the other hand, use
linear programming to solve the problems of CA and
routing simultaneously, taking into account the inter-
dependence between routing and CA to maximize
the network throughput. Most of existing work on
CA for unicast communications assumes orthogonal
channels.

The problem of CA for multicast has only been
studied recently [11,12]. The MCM algorithm [11]
suffers from the HCP as discussed earlier. The
optimization function in the algorithm by Yin ef al.
[12] depends on the use of the probability that a
channel is being busy. The paper did not mention how
to compute this probability; furthermore, collecting
and maintaining this information for all links in
the network would incur high overheads. Both the
above algorithms and ours in this paper assume
that a multicast routing tree is first constructed, and
CA is then applied (i.e., the first approach listed
above).

7. Conclusion

We propose a CA algorithm for multicast in MCMR
WMNSs. We discuss the drawbacks of the MCM
algorithm, and propose the solution to the HCP as
well as an optimization function that does not rely on
the computation of interference factors. Advantages
of the proposed CA algorithm include its simple
implementation and high performance. Our simulation
results show that the M4 algorithm outperforms MCM
in terms of average PDR, throughput, and end-to-end
delay under various network conditions. Our future
work will address the problem of dynamic group
membership and incorporate traffic load information
into the CA algorithm.
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