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Abstract

We present a simulation-based study of the impacts of different types of attacks on mesh-based multicast in mobile ad
hoc networks (MANETs). We consider the most common types of attacks, namely rushing attack, blackhole attack, neigh-
bor attack and jellyfish attack. Specifically, we study how the number of attackers and their positions affect the perfor-
mance metrics of a multicast session such as packet delivery ratio, throughput, end-to-end delay, and delay jitter. We
also examine rushing attackers’ success rates of invading into the routing mesh when the number of attackers and their
positions vary. The results enable us to suggest measures to minimize the impacts of the above types of attacks on multicast
in MANETs.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

A mobile ad hoc network is a self-organizing
system of mobile nodes that communicate with each
other via wireless links with no fixed infrastructure
or centralized administration such as base stations
or access points. Nodes in a MANET operate both
as hosts as well as routers to forward packets
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for each other in a multi-hop fashion. MANETs
are suitable for applications in which no infrastruc-
ture exists such as military battlefield, emergency
rescue, vehicular communications and mining
operations.

In these applications, communication and collab-
oration among a given group of nodes are necessary.
Instead of using multiple unicast transmissions, it
is advantageous to use multicast in order to save
network bandwidth and resources, since a single
message can be delivered to multiple receivers simul-
taneously. Existing multicast routing protocols in
MANETs can be classified into two categories:
tree-based and mesh-based. In a multicast routing
tree, there is usually only one single path between
a sender and a receiver, while in a routing mesh,
there may be multiple paths between each sender–
.
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receiver pair. Routing meshes are thus more suitable
than routing trees for systems with frequently
changing topology such as MANETs due to the
availability of multiple paths between a source
and a destination. Multicast data may still be deliv-
ered to the destination on alternative paths even
when the main route breaks. Example tree-based
multicast routing protocols are MAODV [8],
AMRIS [9], BEMRP [24] and ADMR [23]. Typical
mesh-based multicast routing protocols are
ODMRP [4], FGMP [22], CAMP [5], DCMP [6],
and NSMP [7].

Among all the research issues, security is an
essential requirement in MANET environments.
Compared to wired networks, MANETs are more
vulnerable to security attacks due to the lack of a
trusted centralized authority, lack of trust relation-
ships between mobile nodes, easy eavesdropping
because of shared wireless medium, dynamic net-
work topology, low bandwidth, and battery and
memory constraints of mobile devices. The security
issue of MANETs in group communications is even
more challenging because of the involvement of
multiple senders and multiple receivers. Although
several types of security attacks in MANETs
have been studied in the literature, the focus of
earlier research is on unicast (point-to-point)
applications [15–17]. The impacts of security
attacks on multicast in MANETs have not yet been
explored.

In this paper, we present a simulation-based
study of the effects of different types of attacks on
mesh-based multicast in MANETs. We consider
the most common types of attacks, namely rushing
attack, blackhole attack, neighbor attack and jelly-
fish attack.

• Rushing attack. Many demand-driven protocols
such as ODMRP [4], MAODV [8], FGMP [22],
and ADMR [23], which use some form of dupli-
cate suppression in their operations, are vulnera-
ble to rushing attacks. When source nodes flood
the network with route discovery packets in
order to find routes to the destinations, each
intermediate node processes only the first non-
duplicate packet and discards any duplicate
packets that arrive at a later time. A rushing
attacker exploits this duplicate suppression
mechanism by quickly forwarding route discov-
ery packets in order to gain access to the for-
warding group. Rushing attacks were first
introduced by Hu et al. [1].
• Blackhole attack. A blackhole attacker first needs
to invade into the multicast forwarding group
(e.g., by implementing rushing attack) in order
to intercept data packets of the multicast session.
It then drops some or all data packets it receives
instead of forwarding them to the next node on
the routing path. This type of attack often results
in very low packet delivery ratio.

• Neighbor attack. Upon receiving a packet, an
intermediate node records its ID in the packet
before forwarding the packet to the next node.
An attacker, however, simply forwards the
packet without recording its ID in the packet to
make two nodes that are not within the commu-
nication range of each other believe that they are
neighbors (i.e., one-hop away from each other),
resulting in a disrupted route.

• Jellyfish attack. A jellyfish attacker first needs to
intrude into the multicast forwarding group. It
then delays data packets unnecessarily for some
amount of time before forwarding them. This
results in significantly high end-to-end delay
and thus degrades the performance of real-time
applications. Jellyfish attacks in MANETs were
first discussed by Aad et al. [2].

Using simulation, we study how the number of
attackers and their positions affect the performance
of a multicast session in terms of packet delivery
ratio, throughput, end-to-end delay, and delay jit-
ter. Our simulation results show that a large multi-
cast group with a high number of senders and/or a
high number of receivers can sustain good perfor-
mance under these types of attacks due to several
alternative paths in the routing mesh. The most
damaging attack positions are those close to the
senders and around the mesh center. We also exam-
ine rushing attackers’ success rates of invading into
the routing mesh. We find that in order to increase
the likelihood of being selected into the routing
group the attackers must gather themselves in a
group and stay near the receivers or around the
mesh center.

Our contributions are as follows. First, we pres-
ent experimental results that show how a mesh-
based multicast session performs under various
attack scenarios. Second, we identify several unique
behaviors of a multicast network under attack,
which have not been seen in unicast environments.
Third, the obtained results allow us to suggest some
counter-attack measures (e.g., adding more senders
and/or receivers to the multicast group to improve



34 H.L. Nguyen, U.T. Nguyen / Ad Hoc Networks 6 (2008) 32–46
the resiliency to attacks). Finally, our results and
observations may also be valuable for researchers
who are doing research on intrusion detection and
prevention for multicast in MANETs.

The remainder of the paper is organized as fol-
lows. Section 2 presents an overview of the multicast
routing protocol used in our simulated network,
and the implementation of the types of security
attacks to be studied. Section 3 describes the setting
of our experiments and the performance metrics. In
Sections 4–7, we present experimental results
obtained from simulating rushing, blackhole, neigh-
bor and jellyfish attacks, respectively. Related work
is discussed in Section 8. Section 9 summarizes our
findings.

2. Implementation of the multicast routing protocol

and security attacks

In our simulations, we used ODMRP (On-
Demand Multicast Routing Protocol) as the
multicast routing protocol due to its simple imple-
mentation and high packet delivery ratio. The
advantages of ODMRP make it a very popular
multicast routing protocol for MANETs: ODMRP
has been cited, evaluated and compared with other
multicast routing protocols in over 50 research pro-
jects and papers.

In this section, we first give a brief description of
ODMRP. We then describe in detail the implemen-
tation of rushing, blackhole, jellyfish and neighbor
attacks in our simulated network.

2.1. ODMRP overview

ODMRP uses the concept of forwarding group,
which is a set of nodes responsible for forwarding
multicast data on shortest delay paths between a
sender and a receiver. An ODMRP source periodi-
cally updates routing tables and membership infor-
mation by flooding the network with route
refreshment packets called JOIN QUERY. Upon
receiving a non-duplicate JOIN QUERY, an intermedi-
ate node stores the ID of the upstream node from
which it receives the packet, and then rebroadcasts
the packet. (Duplicate JOIN QUERY packets will be
discarded.) When the JOIN QUERY packet reaches a
multicast receiver, the receiver replies with a JOIN

REPLY packet. The JOIN REPLY packet is relayed
back towards the multicast source via the reverse
path traversed by the JOIN QUERY packet. This pro-
cess constructs (or updates) routes from the sources
to the receivers, and builds a mesh of forwarding
nodes.

2.2. Implementations of attacks

We simulate rushing attacks by introducing a
simulated processing delay at every honest node.
The node delays every JOIN QUERY for a certain
amount of time varying from 10 ms to 40 ms before
broadcasting it. Meanwhile, the nodes that are des-
ignated as rushing attackers have their simulated
JOIN QUERY processing delay set to zero. A rushing
attacker is considered successful in a route discov-
ery interval if and only if it has forwarded a JOIN

QUERY and later receives a JOIN REPLY in the same
interval.

Note that rushing attack is not the only method
enabling access to a multicast forwarding group.
For protocols that do not use a duplicate suppres-
sion mechanism such as AMRIS [9], CAMP [5],
and BEMRP [24], route invasion can be done by
modifying or advertising false routing information.
For example, in BEMRP, when a new receiver
wants to join a multicast group, it floods a JOIN con-
trol packet. An intermediate node may receive more
than one JOIN packet. After waiting for some pre-
determined amount of time, the node chooses one
JOIN packet with the smallest hop count traversed.
An attacker can gain access to the BEMRP for-
warding group by falsely updating the hop count

field in the received JOIN packet to a very small value
before forwarding the packet to the next node. Once
an attacker has invaded into forwarding routes, it
may launch other attacks such as dropping data
packets (blackhole attack), delaying them (jellyfish
attack), or corrupting or illegally accessing confi-
dential data. In this paper, we consider only route
invasion by means of rushing attack since there exist
many multicast routing protocols that use some
form of duplicate suppression, and are thus vulner-
able to rushing attack.

We implement blackhole attacks by assigning a
certain number of nodes to be malicious nodes
before each simulation begins. These nodes carry
out rushing attacks to become multicast forwarding
nodes. The malicious nodes have their JOIN QUERY

processing delay set to zero. The JOIN QUERY pro-
cessing delay of the honest nodes is set to 20 ms.
Note that in order to have k blackhole attackers
for a particular simulation scenario we may need
to use more than k malicious nodes for rushing
attacks because some of these nodes may fail to gain



Table 1
Common simulation parameters

Parameter Value

ODMRP route refreshment interval 20 s
Channel capacity 2 Mbits/s
Packet size (excluding header size) 512 bytes
Traffic model of sources Constant bit rate
Mobility model Random way-point [25]
Pathloss model Two-ray [26]
Queuing policy at routers First-in-first-out
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access to the forwarding group. Rushing attacks
were repeated until exactly k malicious nodes were
selected to be forwarding nodes. These nodes then
dropped the data packets belonging to the multicast
session.

Jellyfish attacks are implemented in the same
manner as blackhole attacks, except that an
attacker, after gaining access to the multicast for-
warding group, will delay every data packet for a
random amount of time ranging from 0 to 10 s
before forwarding the packet.

To implement neighbor attacks, we modified the
JOIN QUERY processing function of ODMRP so that
an attacker simply forwards the JOIN QUERY without
recording its ID into the packet. This way the
attacker makes its upstream and downstream neigh-
bors believe that they are directly connected to each
other while they actually are not.

3. Simulation setting

This section describes the parameters and perfor-
mance metrics used in our simulations.

3.1. Simulation parameters

We conducted our experiments using QualNet
version 3.8, a scalable simulation environment for
wireless network systems developed by Scalable
Network Technologies [14]. Our simulated network
consists of 50 mobile nodes placed randomly within
a 1000 m x 1000 m area. Each node has a transmis-
sion range of 250 m and moves at a speed of 1 m/s.
The total sending rate of all the senders of the mul-
ticast group, i.e., the traffic load, is 1 packet/s. We
use a low traffic load value to highlight the effects
of the attacks on the packet loss rate, as opposed
to packet loss due to congestion and collisions
resulting from a high traffic load.

The attackers were positioned around the center
of the routing mesh in all experiments, except for
those described in Sections 4.3, 5.3 and 7.3. In these
experiments, we simulated four scenarios: the
attacker group was placed near the senders, near
the receivers, and around the mesh center, respec-
tively. In the fourth scenario, the attackers were uni-
formly distributed over the whole network. The
duration of each experiment was 300 s in simulated
time. Every experiment was repeated 10 times using
10 different randomly generated seed numbers, and
the recorded data was averaged over those runs.
Table 1 lists the values of the common parameters
used in all the experiments. Other parameters will
be given in the description of each specific
experiment.

3.2. Performance metrics

We use the following metrics in our study:

• Average attack success rate. The attack success
rate of a rushing attacker is defined as the ratio
of the number of times the attacker is selected
to be a multicast forwarding member over the
number of times the route discovery process is
initiated. The average attack success rate is the
average of the attack success rates taken over
all the attackers.

• Average packet delivery ratio. The packet delivery
ratio (PDR) of a receiver is defined as the ratio of
the number of data packets actually received over
the number of data packets transmitted by the
senders. The average packet delivery ratio is the
average of the packet delivery ratios taken over
all the receivers.

• Average end-to-end delay. The end-to-end delay
of a packet is defined as the time a packet takes
to travel from the source to the destination.
The average end-to-end delay is the average of
the end-to-end delays taken over all the received
packets.

• Average delay jitter. Delay jitter is the variation
(difference) of the inter-arrival intervals from
one packet received to the next packet received.
Each receiver calculates the average per-source
delay jitter from the received packets originated
from the same source. The receiver then takes
the average over all the sources to obtain the
average per-receiver delay jitter. The average
delay jitter is the average of the per-receiver delay
jitters taken over all the receivers.

• Average throughput. The throughput of a receiver
(per-receiver throughput) is defined as the ratio
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of the number of bits received over the time dif-
ference between the first and the last received
packets. The average throughput is the average
of the per-receiver throughputs taken over all
the receivers.

Following are our simulation results that demon-
strate the effects of various types of attacks on
mesh-based multicast in MANETs.
4. Rushing attacks

We simulated rushing attacks by varying the
processing delay of honest nodes from 0 ms to
40 ms while setting the processing delay of rushing
attackers to 0 ms. An attacker is considered success-
ful only if it receives both JOIN QUERY and JOIN

REPLY packets in the same route refreshment inter-
val. We measured the average success rate of rush-
ing attacks when varying the number of receivers
and the number of senders of the multicast group,
the number of attackers, and their positions.
4.1. Rushing attacks: number of receivers

This set of experiments compares the average
attack success rates when there are 10, 20, and 30
multicast receivers, respectively. The number of
multicast senders is set to three. We first set the
number of attackers to three, and then repeated
the experiment with five attackers. The results are
shown in Fig. 1.

In these graphs, we observe a similar behavior.
As the processing delay of legitimate nodes
increases, the average success rate of malicious
nodes also rises. The longer legitimate JOIN QUERY
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Fig. 1. Success rates of rushing attacks � Different numbers of
packets are delayed at intermediate nodes, the more
rushed JOIN QUERY packets arrive at the destina-
tions as the first JOIN QUERY of a route refreshment
interval, allowing more attackers to be selected into
the forwarding group. We also note that the higher
the number of multicast receivers, the higher the
attack success rate. In ODMRP the forwarding
nodes are determined by the receivers (when they
send JOIN REPLY messages). If an attacker was
missed by a receiver, it still has another chance of
being selected into the forwarding group by another
receiver. Therefore, as the number of receivers
increases, the attackers’ chances of being selected
also increase, resulting in higher success rates.

Readers may note that, given the same number of
receivers, the average attack success rate in the net-
work having three attackers is slightly higher than
the average attack success rate in the network
having five attackers. An example for the case of
10 receivers is extracted from Fig. 1(a) and (b),
and shown in Fig. 3(a). This is simply due to our
definition of the average attack success rate, which
is defined as the average taken over the success rates
of all attackers. Given the same network size, the
same number of multicast senders and the same
number of multicast receivers, as more attackers
are added to the network, the probability that one
or more of them are not selected into the forwarding
group increases, making the average success rate of
the whole attacker group decrease.
4.2. Rushing attacks: number of senders

In this set of experiments, we compare the attack
success rates of rushing attacks when the number
of multicast senders ranges from one to five. The
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Fig. 2. Success rates of rushing attacks � Different numbers of multicast senders. (a) Three attackers. (b) Five attackers.
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number of multicast receivers is fixed at 20 nodes.
We ran the experiment with three and five attackers,
and the resulting graphs are shown in Fig. 2(a) and
(b), respectively.

We observe that, in both graphs, given the same
number of attackers and the same processing delay
of legitimate nodes, the higher the number of send-
ers, the lower the attack success rate. When the
number of senders increases, the routing mesh
becomes more dense with more routes. That
increases the number of adversary-free paths that
are shorter than the attackers’ rushing paths, caus-
ing more compromised paths to be rejected by the
receivers.

Note that given the same number of multicast
senders the average attack success rate of the 3-
attacker group is slightly higher than that of the
5-attacker group. Fig. 3(b) shows such an example
for the case of three senders. The reason has just
been explained in Section 4.1.
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Fig. 3. Success rates of rushing attacks � Comparison between the cas
and (b). (b) Graphs extracted from Fig. 2(a) and (b).
4.3. Rushing attacks: attack positions

This set of experiments examines the effects of
different attack positions on the attack success rate.
We considered four cases as mentioned in Section
3.1. The attackers were grouped in three different
areas, respectively: near the senders, near the receiv-
ers, and around the mesh center. In the fourth case,
they were uniformly distributed over the whole net-
work (when the number of attackers is more than
one). The number of multicast senders is three,
and the number of multicast receivers is 20. We
ran experiments with one, three, five and seven
attackers, respectively, and the results are shown
in Fig. 5.

All the graphs show that the uniform distribution
cases give the lowest success rates, indicating that
spreading out over the network is the least effective
attack strategy. The explanation is as follows. In
order to be successfully selected into the forwarding
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group, a potential attacker should position itself on
paths between the senders and the receivers, i.e.,
either near the senders, or near the receivers, or
somewhere inside the routing mesh. In the uniform
distribution scenario, the attackers were scattered
over the whole network. It may happen that a sub-
set of them were not on any paths from the senders
to the receivers, and thus failed to become forward-
ing members. As a result, the uniform distribution
experiments give lower attack success rates than
the near-sender, near-receiver, and mesh center
experiments. The lesson learned is that, in order to
maximize their collective success rate, the attackers
should first locate the senders and the receivers,
and then gather themselves in a group around them
or inside the mesh. This is especially true when the
number of attackers is small. The graphs show that
as the number of attackers decreases, the gap
between the uniform distribution cases and the
other cases grows wider.

In all of these graphs, the near-sender area gives
the lowest attack success rate, indicating that this
is the least vulnerable attack position compared
with the near-receiver and mesh center areas.

When there is only one attacker, the attack suc-
cess rate of the mesh center position is much higher
than that of the near-receiver position (Fig. 5(a)).
This implies that when the number of attackers is
small, the most powerful attack position is at the
center of the routing mesh. However, as the number
of attackers increases, the attack success rate of the
near-receiver position gradually goes up to match
that of the mesh center position (Fig. 5(b)–(d)); in
other words, the near-receiver area becomes a stron-
ger position to launch attacks.

The reason is as follows. In general, attackers
that are close to the multicast receivers have the best
chance of being selected as forwarding nodes. An
intuitive explanation is illustrated by the examples
given in Fig. 4. In Fig. 4(a), attacker A is one hop
away from receiver R. Assume that a JOIN QUERY
Fig. 4. Demonstration of rushing attacks with different positions. (a) A
away from receiver R.
forwarded by node C arrives at A and legitimate
node B at the same time. Since A rushly forwards
the JOIN QUERY, the packet will arrive at R before
the one forwarded by legitimate node B. When A
moves away from R, for example, to a position that
is two hops away from R (Fig. 4(b)), its success rate
is likely to decrease. The reason is that the JOIN

QUERY rushed by A now depends on legitimate node
E to reach receiver R. Assume that a JOIN QUERY

forwarded by node F arrives at A and legitimate
nodes B and D at the same time. If E experiences
congestion or high contention for wireless medium,
the JOIN QUERY from either B or D may arrive at R
before the rushed JOIN QUERY from A. R will then
discard the JOIN QUERY from A as a duplicate, and
the path passing through A (S–G–F–A–E–R) will
not be chosen as a routing path. As A moves farther
away from receiver R, its rushed JOIN QUERY pack-
ets depend on more intermediate legitimate nodes to
reach the receiver, making its success rate smaller
and smaller. This explains why positions near the
senders give the lowest attack success rates com-
pared with those close to the receivers and around
the mesh center. In short, the closer to a receiver
an attacker is, the higher its chance of invading into
the multicast forwarding group.

However, when the number of attackers is small
compared to the number of receivers, it is not feasi-
ble for them to stay close to all the receivers and still
be able to intercept the data flows to every receiver.
In this case, the small attacker group should stay at
the center of the multicast mesh in order to cover as
many paths that are shared by multiple receivers as
possible.

4.4. Rushing attacks: summary

Rushing attacks are more likely to succeed in a
multicast session where the number of multicast
senders is small and/or the number of multicast
receivers is large. With respect to attack positions,
ttacker A one hop away from receiver R. (b) Attacker A two hops
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the best position to launch rushing attacks is at the
center of the multicast mesh if the number of attack-
ers is small compared to the number of multicast
receivers. Otherwise, attackers staying close to the
receivers have the highest success rates. Attackers
should identify the senders and the receivers, and
stay close to them or between the senders and the
receivers (as opposed to spreading out over the net-
work) to increase their success rates.

5. Blackhole attacks

In this section, we examine the packet delivery
ratio of multicast sessions under blackhole attacks.
A blackhole attacker first implements rushing
attacks as described in the previous section to gain
access to the routing mesh, and then later drops
all data packets it receives.

The processing delay of legitimate nodes is set at
20 ms. We investigated various scenarios by varying
the number of senders, the number of receivers, the
number of attackers, and their positions. In each
experiment, we measured the packet delivery ratio
(PDR) as a function of the number of attackers.
The results are given in Fig. 6. We can see that in
almost all cases, as the number of attackers
increases, the PDR decreases as we would expect.

5.1. Blackhole attacks: number of receivers

We compare the PDRs of multicast groups
having 10, 20 and 30 receivers, respectively. The
number of multicast senders is fixed at three. The
graph in Fig. 6(a) shows that, given the same num-
ber of attackers, the higher the number of multicast
receivers, the higher the packet delivery ratio. As the
number of receivers increases, the routing mesh
becomes more dense. If a packet is dropped on
one path, a duplicate copy of the packet may be
delivered to the receivers via other paths in the
mesh.

5.2. Blackhole attacks: number of senders

In this set of experiments, the multicast group
has 20 receivers. The number of senders is set to
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Fig. 6. Effects of blackhole attacks on average packet delivery ratios. (a) Different numbers of receivers. (b) Different numbers of senders.
(c) Different attack positions. (d) Different attack positions.
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one, three and five, respectively. Fig. 6(b) shows the
PDRs for one, three and five senders as a function
of the number of attackers.

As we would expect, the higher the number of
attackers, the lower the PDR. However, the PDR
in the case of one sender declines dramatically to
14% as the number of attackers increases to 10
nodes. On the other hand, the PDRs of the 3-sender
and 5-sender groups decrease to only 70% and 78%,
respectively. This indicates that multicast sessions
with a higher number of senders performs better
under blackhole attacks, thanks to a higher number
of alternative routing paths in the mesh. If a data
packet is dropped by an attacker, a duplicate copy
of this packet may still be delivered to the destina-
tion(s) successfully via other adversary-free paths.

5.3. Blackhole attacks: attack positions

The multicast group used in this set of experi-
ments has five senders and 20 receivers. The attack-
ers were positioned according to the four scenarios
described in Section 3.1: near the senders, near the
receivers, around the mesh center, and uniformly
distributed over the whole network. Fig. 6(c) shows
the packet delivery ratios as a function of the num-
ber of attackers.

The results show that the near-receiver area is the
least harmful attack position in all cases: the PDRs
resulting from this position are always higher than
those from the other three cases. The most damag-
ing attack position when the number of attackers
is high is the near-sender area: when the number
of attackers is greater than five, the near-sender
position incurs the lowest PDRs. This observation
can be explained as follows. In a multicast mesh,
although a data packet is dropped by an attacker,
a duplicate version of the packet may still be able
to reach its destination via another adversary-free
path. An attacker that discard packets in the vicinity
of a sender effectively prevents the packets transmit-
ted by this sender from being duplicated any
further, resulting in a high packet loss rate.

Theoretically, the near-sender area is the most
damaging attack position as explained above. How-
ever, when the number of attackers is less than the
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number of senders, the attackers cannot cover the
vicinity of all the senders, especially when the send-
ers spread out over the network. In this case, it is
best for the attackers to be at the center of the mul-
ticast mesh in order to intercept packets from as
many senders as possible. The graph in Fig. 6(c)
shows that when the number of attackers is smaller
than five, which is the number of senders in this
experiment, the mesh center position gives the low-
est PDRs. In addition to the case of five senders, we
also repeated the experiment with three senders, and
the results were consistent with the above explana-
tion (see Fig. 6(d)).

In the uniform distribution experiments, the
attackers are distributed all over the routing mesh.
Some are thus close to the senders; some, to the
receivers; and the others, somewhere between the
senders and the receivers. The average PDRs of all
these attackers can be considered as the average of
the other three cases (i.e., near-sender, near-receiver,
and around the mesh center). Therefore, the uni-
form distribution experiments offer higher PDRs
than the near-sender and mesh center experiments
in almost all cases, but lower PDRs than the near-
receiver experiments.

5.4. Blackhole attacks: summary

A multicast group with a high number of senders
and/or a high number of receivers is more resilient
to blackhole attacks due to better path redundancy.
In contrast, a multicast group with only one sender
suffers severely from blackhole attacks, having the
PDR dropping from 99% to as low as 14% in our
experiment. With regard to attack positions, the
multicast mesh center is the strongest attack posi-
tion if the number of attackers is less than the
number of multicast senders. Otherwise, areas near
the senders are the most damaging attack positions.

6. Neighbor attacks

The goal of neighbor attackers is to disrupt mul-
ticast routes by making two nodes that are in fact
out of each other’s communication range believe
that they can communicate directly with each other.
If these two nodes are part of the routing mesh, the
data packets that they exchange will be lost because
there is no actual connection between them. A
neighbor attack is similar to a blackhole attack in
the sense that they both prevent data packets from
being delivered to the destination(s). The difference
is that a blackhole attacker complies with the rout-
ing protocol but later drops the data packets it is
supposed to forward. A neighbor attacker, on the
other hand, violates the routing protocol and does
not need to involve itself later in the packet drop-
ping process, since the packets will be lost eventu-
ally due to the fake links.

We ran experiments with neighbor attacks imple-
mented, and used the same simulation setting as
that used for blackhole attacks (Section 5). The
results are shown in Fig. 7, and very similar to those
obtained from the blackhole attack experiments.
The reason is that breaking a route at a forwarding
node in a neighbor attack can be considered as
dropping data packets at that node in a blackhole
attack.

7. Jellyfish attacks

In this set of experiments, a jellyfish attacker first
implements rushing attacks to gain access to the
routing mesh. If successful, it then delays all data
packets it receives for a random period of time rang-
ing from zero to 10 s before forwarding them.

We measured the PDR, packet end-to-end delay,
delay jitter and throughput of multicast sessions
under jellyfish attacks when the number of multicast
senders, the number of multicast receivers, the num-
ber of attackers, and the attack positions varied. We
observed that, given the same number of multicast
senders and the same number of multicast receivers,
the number of attackers and their positions did not
affect the average PDR or the average throughput.
In other words, jellyfish attacks have no effect on
the PDR or the throughput of a multicast group.
The reason is that jellyfish attackers do not drop
packets, and thus have no impact on the PDR.
Jellyfish attackers delay almost all the packets, and
thus do not effectively affect the time to deliver the
whole file (i.e., the time interval between delivering
the first and the last packets of the file). Therefore
this kind of attack does not impact the throughput
of a multicast group either. We do not show the
results for recorded PDRs and throughputs because
they are straightforward as just stated.

The graphs in Figs. 8–10 show the average packet
end-to-end delay and the average delay jitter as
functions of the number of attackers, when the
number of multicast receivers, the number of multi-
cast senders, and the attack positions vary, respec-
tively. We can see that in almost all cases, as the
number of attackers increases, the average packet
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Fig. 7. Effects of neighbor attacks on average packet delivery ratios. (a) Different numbers of multicast receivers. (b) Different numbers of
multicast senders. (c) Different attack positions. (d) Different attack positions.
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end-to-end delay also increases. The more attackers
there are, the more delay they can add to packet
traveling time, as expected. The average delay jitter
also increases as the number of attackers goes up.
Since jellyfish attackers delay data packets for ran-

dom amounts of time, the more attackers there
are, the more randomness they add to the arrival
times of data packets at the destinations, resulting
in higher jitter values.
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7.1. Jellyfish attacks: number of receivers

The multicast group used in this experiment has
three senders, and the number of receivers is set to
10, 20 and 30 nodes. Fig. 8 shows the average
end-to-end delay, and delay jitter as a function of
the number of attackers. As the number of attackers
increases from zero to 10, the average end-to-end
delay increases from 0.1 s to nearly 0.8 s
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Fig. 10. Effects of jellyfish attacks with different attack positions. (a) Average end-to-end delay. (b) Average delay jitter.
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(Fig. 8(a)), and the average delay jitter increases
from about 0.5 s to more than 1.5 s (Fig. 8(b)).

Fig. 8(a) also shows that given the same number
of attackers, the higher the number of receivers, the
lower the average end-to-end delay. As the number
of receivers goes up, more routes are created in the
routing mesh. If a packet is delayed on one path,
another copy of the packet may take another path
and arrive at a receiver earlier than the delayed copy
(which will be discarded by the receiver as a dupli-
cate). Thus more receivers help to lower the average
end-to-end delay. This is also the case for the aver-
age delay jitter (Fig. 8(b)).

7.2. Jellyfish attacks: number of senders

In this set of experiments, the number of multi-
cast senders is varied between one and five. The
number of multicast receivers is fixed at 20 nodes.
The average end-to-end delay and average delay
jitter increase rapidly with increasing number of
attackers as shown in Fig. 9(a) and (b), respectively.
The results in Fig. 9(a) also show that in most
cases a multicast session that has a higher number
of senders experiences lower average end-to-end
delays. The more senders there are, the more routes
are created in the routing mesh. This allows more
packets to travel on alternative adversary-free paths
to arrive at the destinations earlier than those cap-
tured by the attackers, as explained in the previous
section.

In the case of delay jitter, the higher the number
of senders, the higher the average delay jitter, as
illustrated by the graph in Fig. 9(b). The reason is
due to the variation of packet sending times at mul-
tiple senders. Consider an example in which the
total sending rate of all the senders, i.e., the traffic
load, is 10 packets/s. If there is only one sender in
the multicast group, there will be a smooth stream
of packets transmitted at the rate of one packet
per 1/10 s. If there are two senders in the multicast
group, each will transmit at a rate of 5 packets/s
so that the total sending rate is 10 packets/s. How-
ever the gap between packets sent by the two
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sources is no longer 1/10 s because the sources
do not transmit packets in synchronization with
each other. This creates more variation in the
inter-arrival times of packets at the intermediate
nodes (the routers) and thus at the destinations,
resulting in higher delay jitter. In general, the more
senders there are, the higher the delay jitter is
(Fig. 9(b)).

7.3. Jellyfish attacks: attack positions

This experiment studies the effects of jellyfish
attacks on the packet end-to-end delay and the
delay jitter in the four cases as mentioned in Section
3.1: near the senders, near the receivers, around the
mesh center, and uniformly distributed over the
entire network area. The multicast group used in
this experiment consists of five senders and 20
receivers. Fig. 10 displays the simulation results.
We observe that the average end-to-end delay and
the average delay jitter of the multicast session
increase considerably as the number of jellyfish
attackers increases from zero to 10 (Fig. 10(a) and
(b)), similarly to the results given in the previous
sections.

As mentioned before, while a data packet is being
delayed by an attacker, it is possible that a duplicate
copy of the packet takes another route, and eventu-
ally arrives at the destination before the delayed
copy. If a data packet is delayed midway towards
the destination, then all copies duplicated from this
packet will also experience the delay. On the other
hand, if a data packet is delayed in the vicinity of
the destination, (e.g., one hop away from the desti-
nation), then only this copy of the packet suffers
from the delay. Therefore the near-receiver attack
position results in the lowest end-to-end delay and
the lowest delay jitter in all cases.

According to the above explanation, the near-
sender area is the most damaging attack position,
because an attacker immediately delays all original
packets and thus their duplicate copies. This is espe-
cially true when the number of attackers is high (five
or higher in the graphs in Fig. 10(a) and (b)). How-
ever, when the number of attackers is lower than the
number of senders (one and three attackers in the
graphs in Fig. 10(a) and (b)), the most damaging
attack position is the mesh center, causing the high-
est end-to-end delay and the highest delay jitter.
This position allows a small group of attackers to
intercept packets from as many senders as possible,
as explained in detail in Section 5.3.
In the uniform distribution experiments, the
attackers are scattered over the entire routing mesh.
Some of them stay close to the senders; some, to the
receivers; and the others, somewhere between the
senders and the receivers. The average end-to-end
delays obtained from these experiments can be
regarded as the average taken over the other three
cases (i.e., near-sender, near-receiver, and around
the mesh center). The graphs indeed show that the
uniform distribution experiments result in higher
end-to-end delays than the near-receiver experi-
ments, but lower delays than the near-sender and
mesh center experiments. The same observation
and explanation apply to the delay jitter metric.

7.4. Jellyfish attacks: summary

Jellyfish attacks affect the packet end-to-end
delay and the delay jitter, but not the packet deliv-
ery ratio or the throughput. As the number of
attackers increases, the end-to-end delay and the
delay jitter also increase. A multicast group with a
large number of senders and/or a large number of
receivers has low end-to-end delay because of a high
number of alternative routes. However, a multicast
group with a large number of senders may experi-
ence higher delay jitter due to asynchronous trans-
missions between multiple senders. Similar to the
case of blackhole attacks, the mesh center is the
strongest attacking position if the number of attack-
ers is small compared to the number of senders.
Otherwise, the most damaging attack positions are
those close to the senders.

8. Related work

Attacks against unicast communications in
MANETs have been studied to some extent [15–
17]. Gupta et al. studied the weaknesses of the
802.11 MAC protocol by measuring the throughput
of attacked nodes under flooding attacks, a type of
resource consumption attack [15]. The study
showed that the throughputs of all the victim nodes
that were one hop away from the attackers
degraded to almost zero. The damage was less
severe if the attackers were two or more hops away.
Other scenarios such as collusions between attack-
ers with different attack rates were also considered.

Ning and Sun [16] examined the vulnerability of
the unicast routing protocol AODV [10] under the
following types of attacks. route disruption (e.g.,
neighbor attack), route invasion (e.g., rushing
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attack), and resource consumption. Their study
considered a network of size 1000 m · 1000 m hav-
ing five to 20 mobile nodes. The experiments simu-
lated one sender, one receiver, and one attacker.
The results showed that under route disruption
attacks, the packet delivery ratio dropped to 0%,
as opposed to over 75% in the no-attack case.
Under route invasion attacks, the percentage of
data packets that were intercepted by the attacker
increased from 0% to over 50%.

Awerbuch et al. [17] compared the performance
of AODV to that of ODSBR [11], a secure unicast
routing protocol, under rushing, wormhole, and
blackhole attacks. The results indicate that a rout-
ing protocol that does not use a duplicate suppres-
sion mechanism is not vulnerable to rushing
attacks. The study also showed that the center area
of a network is the most effective attack position.
This finding is consistent with our observation that
the center of a multicast routing mesh is one of the
most damaging attack positions.

In addition to the above studies, many security
protocols have been proposed to provide security
features to unicast routing protocols. For example,
SEAD [18] was proposed to secure the unicast pro-
tocol DSDV [12]. Ariadne [3] was designed to sup-
port secure routing in DSR [13]. ARAN [19] and
SAODV [20] are two secure versions of AODV
[10]. SRP [21] is a new protocol that provides both
routing and security mechanisms.

Although security issues for unicast have been
addressed by many researchers, research on multi-
cast security in MANETs is still at a very early stage
due to several challenges specific to multicast oper-
ations such as group key management, member
access control, and secure routing. Given that a
mature secure multicast routing protocol has not
been developed yet, an intrusion detection system
may be deployed as an alternative solution to pro-
vide protection for multicast in MANETs. Our
study in this paper can be used to build an intrusion
detection model for that purpose.

9. Conclusion

The performance of a multicast session in a
MANET under attack depends heavily on many
factors such as the number of multicast senders,
the number of multicast receivers, the number of
attackers as well as their positions. Our simulation
results confirm an intuitive claim: the more attack-
ers there are in the network, the more damage they
inflict on a multicast session in terms of packet
delivery ratio (blackhole attack and neighbor
attack), or delay and delay jitter (jellyfish attack).

We arrived at the following conclusions regard-
ing rushing attack. Rushing attackers have a higher
chance of gaining access to the forwarding group
when the number of multicast senders is small
and/or the number of multicast receivers is large.
To maximize their collective success rate, the attack-
ers should gather themselves in a group and stay
near the receivers or around the mesh center.
Attackers located close to the receivers have the
highest success rates. However when the number
of attackers is small compared to the number of
multicast receivers, they should stay at the center
of the multicast mesh to increase their chances of
being selected into the forwarding group.

We also note that although the operations of
blackhole attacks and neighbor attacks are different,
they both cause the same degree of damage to the
performance of a multicast group in terms of packet
loss rate and throughput. Jellyfish attacks do not
affect the packet delivery ratio or the throughput
of a multicast group, but they severely increase the
packet end-to-end delay and delay jitter.

Although their attacking mechanisms are differ-
ent, blackhole and neighbor attacks affect the
packet delivery ratio similarly to the way jellyfish
attacks affect the end-to-end delay. In particular,
the performance of a small group will degrade seri-
ously under these types of attacks. A large group
with a high number of senders and/or a high num-
ber of receivers can sustain good performance under
these types of attacks due to more alternative paths
in the routing mesh. With respect to attack posi-
tions, areas near the senders are the most damaging
positions since the original packets are intercepted
early, before being duplicated at branch points.
However, when the number of attackers is smaller
than the number of multicast senders, the mesh cen-
ter is the strongest attack position, causing the most
packet losses (blackhole and neighbor attacks) or
the longest delay (jellyfish attack).

To the best of our knowledge, our work pre-
sented in this paper is the first that studies the vul-
nerability and the performance of multicast in
MANETs under various kinds of security threats.
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