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INTRODUCTION

Wireless mesh networks (WMNs) form a new
class of networks that has emerged recently [1].
Major components of a WMN include wireless
mesh routers, wireless mesh hosts (e.g., PCs, lap-
tops, PDAs, and cell phones), and access points
(or gateways) that act both as Internet routers
and wireless mesh routers. The mesh routers in
a WMN provide multihop connectivity from one
mesh host to another or to the Internet via the
access points. A WMN is dynamically self-orga-
nized and self-configured, with nodes in the net-
work automatically establishing and maintaining
mesh connectivity among themselves. This fea-
ture brings many benefits to WMNs, such as low
installation cost, large-scale deployment, reliabil-
ity, and self-management.

Multicast [2] is a form of communication that

delivers information from a source to a set of
destinations simultaneously in an efficient man-
ner; the messages are delivered over each link of
the network only once and duplicated only at
branch points, where the links to the destinations
split. Important applications of multicast include
distribution of financial data, billing records, soft-
ware, and newspapers; audio/video conferencing;
distance education; and distributed interactive
games. Although multicast is required to support
many important applications, research on multi-
casting in WMNs is still in its infancy. In this arti-
cle, we address one of the most essential issues
of multicast in WMNs: routing.

There are two fundamental multicast routing
approaches: shortest path trees (SPTs) and mini-
mum cost trees (MCTs). The goal of SPT algo-
rithms is to construct a tree rooted at the sender
and spanning all the receivers such that the dis-
tance between the sender and each receiver
along the tree is minimum. As a result, the SPT
algorithms normally minimize the end-to-end
delay as well. The two most commonly used
algorithms for computing SPTs are those of
Bellman-Ford and Dijkstra [3]. To compute an
SPT, we apply the point-to-point shortest path
algorithm repeatedly, once for each sender-
receiver pair. SPTs by definition are per sender.
Therefore, for many-to-many multicast, separate
trees must be computed, one for each sender.

Unlike the SPT algorithms, which aim at min-
imizing the distance (or cost) from the sender to
each receiver, the goal of MCT algorithms is to
minimize the overall cost of the multicast tree.
MCT algorithms for multicast routing are based
on the minimum Steiner tree problem, which is
NP-complete. (NP-complete problems [4] are a
class of problems for which the best known algo-
rithms are essentially brute-force solutions that
take exponential time in the worst case, and it is
widely believed that it is impossible to solve
them efficiently.) Thus several heuristics have
been proposed to compute approximate Steiner
trees [2], for example, the 2-approximation
heuristic proposed by Kou et al. [5] and the
11/6-approximation algorithm by Zelikovsky [6].

The total cost of a Steiner tree is less than
the total cost of a corresponding SPT, by defini-
tion of Steiner trees. However, the maximum
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distance between the sender and any receiver in
a Steiner tree is typically longer than that in an
SPT. This means that the average path length in
a Steiner tree is more than that in an SPT.

Due to the complexity of computing Steiner
trees in a distributed manner, the majority of the
multicast routing protocols used in the Internet
today are based on SPTs, such as Distance Vec-
tor Multicast Routing Protocol (DVMRP) and
Multicast Open Shortest Path First (MOSPF)
[2]. The reason is that SPTs are easy to imple-
ment and offer minimum end-to-end delay, a
desirable quality-of-service parameter for most
real-life multicast applications.

Recently, Ruiz and Gomez-Skarmeta
explored the problem of multicast routing in
wireless multihop networks in which nodes are
static, for example, WMNs [7]. The authors
redefine the cost of an MCT by reasoning that in
a broadcast medium, the transmission of a multi-
cast data packet from a given node to any num-
ber of its neighbors can be done with a single
data transmission. Thus, in a wireless multihop
network, the minimum cost tree is one which
connects sources and receivers by issuing a mini-
mum number of transmissions, rather than hav-
ing a minimal edge cost as defined for traditional
minimum Steiner trees (MSTs). In other words,
the tree contains a minimum number of multi-
cast forwarding nodes. The authors show that a
Steiner tree typically requires a higher number
of transmissions than their proposed minimum
number of transmission trees (MNTs).

Figure 1 shows an example of a multicast
group having four receivers and the three differ-
ent routing trees constructed using the SPT, the
MST, and the MNT algorithms. The example
illustrates the typical characteristic of each kind
of tree. Assuming that the cost of every edge is
one unit, the SPT provides the shortest average
path length (2.25 hops); the MST has the lowest

cost (5 units); the MNT contains the least num-
ber of forwarding nodes (two nodes) and
requires the least number of transmissions per
packet (three transmissions/packet, including the
transmission by the source S).

Ruiz and Gomez-Skarmeta demonstrated
that the problem of computing MNTs is NP-
complete and proposed enhanced heuristics to
approximate such trees [7]. They presented
experimental results that show that the MNT
algorithm offers the least number of transmis-
sions compared with the MST and the SPT algo-
rithms. On the other hand, the mean path
lengths given by the MST and the MNT algo-
rithms are longer than those given by the SPT
algorithm, as expected. However, the presented
experimental results do not indicate how the
multicast groups perform in terms of packet loss
rate (or packet delivery ratio) — the true perfor-
mance measure of a multicast session — or end-
to-end delay — an important performance
metric for real-time multicast applications, such
as distribution of stock quotes, distributed inter-
active games, and teleconferencing.

One could argue that SPTs are best in an
environment where the network topology is
unknown, and the multicast members may be
geographically distributed over a very large area,
such as the Internet. In a WMN, where the
topology is known and the network size is much
smaller (e.g., less than 500 nodes), MCTs such
as Steiner trees or MNTs are no longer difficult
to implement and could potentially offer better
performance, because they typically consume
less bandwidth than SPTs. On the other hand,
MCT algorithms produce longer paths than SPT
algorithms. In a wireless multihop network, the
longer the path, the higher the probability that a
packet will be lost due to packet collision or con-
gestion, resulting in a throughput reduction. One
could thus infer that SPTs could achieve higher

n Figure 1. Different routing trees over the same network (adapted from [7]): a) shortest path tree; b) minimum Steiner tree; c) mini-
mum number of trx tree.
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throughput than MCTs. In short, it is not clear
how the performance of SPTs and MCTs in a
wireless multihop network compares.

In this article, we present a simulation-based
performance comparison of minimum cost trees
and shortest path trees. Specifically, we examine
the following two minimum cost tree algorithms:
the MST heuristic proposed by Kou et al. [5], and
the MNT heuristic by Ruiz and Gomez-Skarmeta
[7]. Since both the Bellman-Ford and the Dijkstra
algorithms converge to the same solution under
static conditions of topology and non-negative
link costs, we use only one of them — in this
case, the Dijkstra algorithm — for computing
SPTs. We measure the packet delivery ratio and
end-to-end delay of multicast trees built by the
MST, MNT, and Dijkstra algorithms. We also
study the effects of data traffic generated by the
multicast nodes in MSTs, MNTs, and SPTs on the
packet loss rates of unicast flows in the same net-
work. It is common knowledge that wireless mul-
tihop networks suffer from scalability issues; that
is, when the network size increases, the network
performance degrades considerably. Therefore,
our simulations assume WMNs of small-to-medi-
um sizes (compared with the Internet), such as
community networking, intra- and inter-building
enterprise networking, emergency ad-hoc net-
works, and metropolitan area networks [1].

In the remainder of this article, we first
describe our simulation setting and define the
performance metrics. We then present experi-
mental results that compare the performance and
traffic impact of multicast trees constructed by
the MST, MNT, and SPT algorithms. Finally, we
outline our future work and conclude the article.

EXPERIMENT SETTING
Our experiments were carried out using QualNet
[8], software that provides scalable simulations
of wireless networks and a commercial version
of GloMoSim [9].

SIMULATION PARAMETERS

Our simulation models a medium-size network
of 100 wireless routers uniformly distributed
over a 2000 m × 2000 m area and a large net-
work of 300 wireless routers, over a 3000 m ×
3000 m area. We will use the terms wireless
router and node interchangeably in this article.
There are no network partitions throughout the
simulation. The edge cost or the cost of each
wireless link is assumed to be one.

A two-ray propagation model is used in our
experiments, with free space path loss (2.0, 0.0)
for near sight and plane earth path loss (4.0, 0.0)
for far sight. The transmission power is set con-
stant at 20 dBm; the corresponding transmission
range of the wireless routers is 315 m; and the
data transmission rate at the physical layer is 11
Mb/s, according to the specifications of wireless
routers manufactured by TROPOS [10]. We use
PHY802.11b at the physical layer. We imple-
ment only one channel on each wireless link.
The MAC802.11 with Distributed Coordination
Function (DCF) is chosen as the medium access
control protocol. Multicast and broadcast trans-
missions use carrier-sense multiple-access with
collision avoidance (CSMA/CA). Unicast trans-
missions also use request to send/clear to send
(RTS/CTS) in addition to CSMA/CA.

We assume that each sender or receiver is
connected to a different wireless router. (In prac-
tice, there can be many hosts communicating
with a wireless router, e.g., to form a wireless
local area network). The sender and the
receivers of a multicast group were selected ran-
domly, and the same sender and receivers and
the same network configuration were used for all
three algorithms (MST, MNT, and SPT) to
obtain a fair comparison. All receivers joined a
multicast group at the beginning and stayed until
the whole group terminated. The sender of a
multicast group transmits at a constant bit rate
specified for each experiment.

The data packet size excluding the header
size is 512 bytes. The size of the queue at every
node is 50 Kbytes. The packets in a queue are
scheduled on a first-in-first-out basis. We did not
implement flow or congestion control in order to
test the network performance under very high
loads.

Each experiment executed for 600 s of simu-
lated time. Each data point in the graphs was
obtained from 10 runs using different randomly
generated seed numbers, and the collected data
were averaged over the 10 runs.

PERFORMANCE METRICS
We use the following metrics to measure the
performance of a multicast routing protocol:
• Average packet delivery ratio (PDR). The

PDR of a receiver is the number of data
packets actually delivered to the receiver
versus the number of data packets that
should be received. The average PDR of a
multicast group is the average of the PDRs
of all the receivers in the group.

• Average end-to-end delay. The end-to-end
delay of every packet received at every
receiver is recorded; then, the average over
all the packets received is computed.

n Figure 2. Average path lengths in networks of 100 nodes and 300 nodes.
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• Average path length: The path length is an
indirect indicator of performance, as will be
shown in the next section. The average path
length is the average of the lengths of all
source-to-destination paths in a multicast tree.

EXPERIMENTAL RESULTS
We compare the performance of multicast ses-
sions created by the SPT, MST, and MNT algo-
rithms using the previously listed metrics. We
also examine the impact of the traffic created by
the multicast nodes on unicast flows.

AVERAGE PATH LENGTHS
In this set of experiments, we simulated different
multicast groups by varying the number of
receivers from 20 to 80. Each multicast group has
one source. The graph in Fig. 2 shows the average
path lengths of the trees constructed by the three
algorithms to be compared. The results confirm
that the MST and MNT algorithms produce
longer paths than the SPT algorithm in all cases.
Furthermore, the larger the network, the wider
the gap. For instance, in the case of 40 receivers,
the MST/MNT average path length is about 20
percent longer than the SPT average path length
in the network of 100 nodes, but about 40 percent
longer in the network of 300 nodes.

MULTICAST PERFORMANCE
We examined a multicast group with one source
and 20 receivers in the networks of 100 nodes
and 300 nodes, respectively. The results for the

100-node network are illustrated in Fig. 3. When
the traffic load is light (under 30 packets/s), the
performance of the SPT, the MST, and the MNT
is comparable with respect to the packet delivery
ratio. When the traffic load is moderate or high,
the SPT outperforms the MST and the MNT in
all cases, and the difference can be significant.
For example, when the traffic load is 60 pack-
ets/s, the PDRs of the SPT, the MST, and the
MNT are 97 percent, 85 percent, and 92 percent,
respectively. The reason is due to longer path
lengths of the MST and the MNT. The longer
the path a packet has to travel, the higher its
chance of becoming damaged or lost due to col-
lision and/or congestion, especially under high
traffic load.

The average end-to-end delays incurred by
the SPTs are also the lowest due to shorter
source-to-destination paths. For example, when
the traffic load is 50 packets/s, the average end-
to-end delays given by the SPT and the MNT
are 11 ms and 15 ms, respectively; in other
words, the SPT average end-to-end delay is
about 36 percent lower. The MST provides the
highest average end-to-end delay in this case.

In the larger network of 300 nodes, the per-
formance differences between the SPT and the
MST/MNT are even more pronounced, as illus-
trated by the graphs in Fig. 4. For instance,
under a traffic load of 60 packets/s, the PDRs of
the SPT, the MST, and the MNT in the network
of 100 nodes are 97 percent, 85 percent, and 92
percent, respectively, whereas the PDRs in the
network of 300 nodes are 90 percent, 70 percent,
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n Figure 3. Performance of multicast sessions in the network of 100 nodes: a) average packet delivery ratio; b) average end-to-end delay.
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n Figure 4. Performance of multicast sessions in the network of 300 nodes: a) average packet delivery ratio; b) average end-to-end delay.
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and 66 percent, respectively; a difference of 24
percent between the SPT and the MNT. In the
same scenario, the average end-to-end delay
given by the SPT is about 36 percent lower than
that of the MNT in the smaller network and
about 120 percent lower in the larger network.
In other words, given the same multicast group
size, as the network size increases, the perfor-
mance gain of SPTs over MSTs and MNTs also
increases. The reason is that the larger the net-
work, the bigger the difference in path length
between the SPT and the MST/MNT as men-
tioned earlier.

We also examined multicast groups of other
sizes — from 10 to 80 receivers [11]. In general,
given the same network size and the same set of
other parameters, as the number of receivers in
a multicast group increases, the performance gap
between the SPT and the MST/MNT becomes
narrower; but the SPTs still perform better than
(or, in a small number of cases, similarly to) the
MSTs/MNTs in terms of packet delivery ratio
and end-to-end delay.

IMPACTS OF MULTICAST TRAFFIC ON
UNICAST FLOWS

This set of experiments evaluates the impacts of
data traffic generated by the SPT, the MST, and
the MNT. We considered two scenarios: the net-
work has three and five multicast groups (or
senders), respectively. Each sender/group has 10
receivers. We measured the impacts of multicast
data traffic on the packet-loss rate or the PDR
of 20 unicast flows. Each unicast source trans-
mits at a constant bit rate of one packet/s, and
the packet size is 512 bytes excluding the header
size. We varied the traffic load generated by
each multicast sender and measured the average
PDR of the unicast flows. Figure 5 and Fig. 6
display the results of this set of experiments in
the network of 300 nodes.

When the number of multicast nodes in the
networks is small or moderate (30 receivers or
less) or the multicast traffic load is light, the
SPT, the MST, and the MNT have similar effects
on the average PDR of the unicast flows (Fig.
5). When the multicast group is large (e.g., five

senders and 50 receivers) and the total multicast
traffic load is high (150 packets/s or more), the
SPT causes more packet losses to the unicast
flows than the MST and the MNT, from 1 per-
cent to 3.5 percent more (Fig. 6). This is due to
the fact that the SPT involves more nodes in the
data forwarding task than the MST and the
MNT and thus causes more packet collisions and
more congestion to the unicast flows when the
multicast sending rate is high.

We obtained similar results from experiments
in which the sender to receiver ratios of the mul-
ticast groups are different [11]. In general, the
PDRs of the unicast flows depend on the aggre-
gate multicast traffic load and the total number
of multicast forwarding nodes in the network, as
illustrated previously.

DISCUSSIONS AND FUTURE WORK
Our simulations are based on IEEE 802.11
CSMA/CA medium access control because this
is a widely accepted radio technique for WMNs.
Other types of WMNs that are being considered
or standardized include 802.15 and 802.16 [1].
Since 802.16 uses time division multiple access
(TDMA) and 802.15, a combination of TDMA
and CSMA/CA, our future work is to extend this
study to these types of networks.

We assume that all transmissions of a multi-
cast group take place on one channel. Although
multichannel mesh networks were studied exten-
sively to enhance the overall network throughput,
currently there are no effective multichannel pro-
tocols for multicast communications and design-
ing such a protocol is not a trivial task either [12].
(However, different multicast groups can use dif-
ferent channels, as long as no channel switching is
required for multicast transmissions. Our results
are still valid when the multicast groups and uni-
cast flows to be studied are on the same channel.)

Finally, a current consensus regarding WMNs
is that they should be small to medium in size
(compared with the Internet). The reason is that
in 802.11-based networks, the throughput of a
flow decreases rapidly as its path length increas-
es. (An 802.16 mesh is even less scalable, able to
support only approximately 100 subscribers due
to centralized scheduling message structures [1].)
Thus, our work assumes WMNs of small to
medium sizes and as such, must be re-examined
for WMNs of very large scales should they be
realized in the future as communication technol-
ogy and protocols advance.

CONCLUSIONS
We quantify the performance differences of mini-
mum cost trees and shortest path trees in WMNs.
Our simulation results show that SPTs offer sig-
nificantly better performance to multicast flows
than MCTs, such as MSTs and MNTs. The aver-
age packet delivery ratio given by SPTs is higher
by up to 24 percent, and the SPT average end-to-
end delay is up to 120 percent lower in our exper-
iments. The only drawback of SPTs is that when
the multicast sending rate is high, SPTs cause
more packet losses to other flows than MCTs.
The reason is that in an SPT, typically more
nodes are involved in the data forwarding task
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n Figure 5. Impacts of multicast traffic on unicast flows: the number of multi-
cast nodes is small or moderate.
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compared with an MCT. However, SPTs cause
only 1 percent to 3.5 percent more packet loss to
unicast flows than MCTs in our experiments and
only when the multicast traffic load is high. Under
light or moderate traffic, SPTs and MCTs have
similar effects on other flows in the network. In
our opinion, the high multicast performance gain
of SPTs outweighs the drawback.

It is much easier to design a reliable trans-
port protocol for unicast communications than
for multicast communications in wireless multi-
hop networks. Several TCP-based protocols have
been proposed for reliable data delivery for uni-
cast flows in wireless ad-hoc networks [13] that
could be applied to WMNs. However, the prob-
lem of reliable multicast in wireless ad-hoc net-
works still remains unsolved. Although several
reliable multicast protocols have been proposed
for the Internet (e.g., SRM, RMP, RMTP [2],
NORM and ALC [14]), their applicability to and
efficiency in WMNs have not been studied. Until
a reliable multicast protocol is proved effective
and efficient for use in WMNs, SPTs provide the
best trade-off in terms of multicast and unicast
packet delivery ratios. The unicast packets lost
can be retransmitted and delivered using the
existing TCP-based protocols [13].

Even if an efficient reliable multicast protocol
is implemented in WMNs, SPTs still would be
considered the better choice for many real-time
applications, such as video/audio conferencing,
video streaming, distance learning, multiparty
interactive games, and distribution of time-sensi-
tive data (e.g., stock quotes, news), because
SPTs offer lower end-to-end delay than MCTs.

It is also worth mentioning another advan-
tage of SPTs over MCTs. Although the wireless
mesh routers are static, mesh hosts attached to
the wireless end-routers, such as cell phones,
PDAs, and laptops can move from one wireless
end-router to another and can join and leave a
multicast session freely at will. It is much easier
to support dynamic joins and leaves using SPTs
than MCTs, because in an SPT each source-to-
destination path is established independently of
the other paths in the tree. In an MCT, a node
joining or leaving the multicast session may
require the whole tree to be re-computed to
maintain the cost optimality (or the new tree
would no longer be optimal). This implementa-
tion difficulty of MCTs makes SPTs the more
practical multicast routing approach in WMNs.
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n Figure 6. Impacts of multicast traffic on unicast flows: the number of multi-
cast nodes is large.
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