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Abstract

Trajectory prediction refers to the problem of estimating or forecasting the future path or trajectory of an object or entity based on its current state and historical data. This can have various applications in different domains, such as autonomous vehicles, robotics, human motion analysis, and more. Recently, deep learning techniques have been proposed for trajectory prediction learning that are trained on historical trajectory data to learn patterns and relationships, enabling them to make predictions about future trajectories based on past observations. However, these models encounter challenges in handling complex spatial dependencies because of the complexity of trajectory data and the dynamic nature of the environment which makes it harder to make accurate predictions. To address these limitations, we propose TrajLearn, a novel model for trajectory prediction that leverages generative models of higher-order mobility flow representations (hexagons). Given the recent history of a trajectory and its current state as input, our model accurately predicts the next \( k \) steps (hexagons) of its future path. Our model incorporates a variant of beam search to simultaneously explore multiple candidate paths while respecting spatial constraints for path continuity. We show that our model outperforms the state-of-the-art method and other sensible baselines, by as much as \( \sim 60\% \) on several real-world trajectory datasets. We also experiment for varying values of \( k \), which determines the prediction horizon of the trajectory. Furthermore, we conduct a resolution sensitivity analysis, and an ablation study to determine the impact of the various components to the model’s performance.
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Chapter 1

Introduction

The development of tracking and geolocation technology has facilitated the collection of large-scale mobility data, encompassing both objects and individuals [1, 2]. Mining interesting patterns in mobility data is of increased research and development interest due to a wide range of practical applications. Technical problems in the area include trajectory classification, clustering, prediction, simplification, and anomaly detection [3, 4, 5].

1.1 Problem of Interest

In this research, we focus on the trajectory prediction problem, which refers to the task of predicting the future path or trajectory of an object (or individual) based on its current state and historical data. Efficient methods for trajectory prediction are highly desirable in various domains and applications, including transportation systems, human mobility studies, autonomous vehicles, robotics, and more.
1.2 Current Approaches and Limitations

First attempts to address the problem considered statistical methods, such as matrix factorization [6, 7, 8] and Markov chain [9, 10, 11]. However, these methods frequently encounter challenges in capturing the intricate sequential and periodic characteristics of trajectories. Recent progress in deep learning has led to the emergence of deep neural models explicitly tailored to capture the sequential characteristics inherent in trajectories. Notably, approaches centered around Recurrent Neural Networks (RNNs) have exhibited promising results [12, 13]. However, despite their favorable performance, these models encounter challenges when confronted with sparse and imprecise trajectory data. Additionally, they often demand substantial quantities of meticulously labeled training data, a resource-intensive and time-consuming endeavor. Furthermore, there is a risk of overfitting to the training dataset, resulting in suboptimal generalization capabilities when faced with unseen data. Moreover, their primary focus lies in Next Point of Interest (POI) prediction, a pertinent but distinct problem from the one at hand. Certain prior studies have explored trajectory prediction using comprehensive GPS log datasets, as opposed to relying on POI check-ins [14, 15, 16]. However, these studies address specialized versions of the problem, which lack effective generalization to the broader issue at hand.

1.3 Our Contributions

To address these limitations, we propose a novel approach that leverages deep generative models trained (from scratch) on large-scale historical higher-order trajectory data to accurately predict the future path of an object based on its current state. Our contributions can be summarized as follows:

- We present a method that given a GPS log trajectory data set of moving objects generates
1.3 OUR CONTRIBUTIONS

Figure 1.1: Illustrative example of the trajectory prediction problem using higher-order mobility flow representations (hexagons); (a) there are two possible trajectories for the pedestrian, (b) trajectories are represented on an hexagon-based tesselated map, (c) given the historical data (red) and the current location (green), two possible trajectories are predicted (blue and orange), (d) the actual trajectory followed.

higher-order mobility flow data, where trajectories are represented as sequences of hexagons defined on a hexagonal map tessellation. The method is versatile and capable
of constructing mobility flow data at varying map resolutions, thereby facilitating distinct levels of analysis.

• We propose TrajLearn, a trajectory generative model based on the Transformer architecture [17] and inspired by GPT-2 [18]. TrajLearn is trained on historical trajectory data provided in the form of higher-order mobility flow data, and is able to make accurate predictions about future trajectories based on past observations (see example in Figure 1.1).

• We demonstrate empirically that TrajLearn outperforms the state-of-the-art methods and sensible baselines on different evaluation metrics. We also perform an ablation study and a parameter sensitivity analysis that evaluate the impact of the different parameters in the performance of TrajLearn.

• We make our source code publicly available to facilitate the reproducibility of our work.

1.3.1 Publications

This thesis is founded on the following published and submitted works:

• Ali Faraji¹, Jing Li¹, Gian Alix, Mahmoud Alsaeed, Nina Yanin, Amirhossein Nadiri, Manos Papagelis, "Point2Hex: Higher-order Mobility Flow Data and Resources", Proceedings of the 31st International Conference on Advances in Geographic Information Systems (ACM SIGSPATIAL 2023) [19].


¹These authors contributed equally to this work.
1.3.2 Co-authorship Statement

In the aforementioned publications, my contributions were made in collaboration with Ali Faraji and Amirhossein Nadiri and included the following aspects: formulating the initial research concept, conducting a comprehensive literature review, executing experiments along with analyzing their outcomes (which involved developing necessary tools), drafting the papers, and contributing significantly to the final versions of the manuscripts.

1.4 Thesis Organization

For the remainder of this thesis, we first provide in Chapter 2 a thorough review of related works in the literature that are relevant to the study of interest. Then, in Chapter 3, we introduce some preliminaries of the problem, including the common notations and definitions throughout this thesis. In the same chapter, we also formalize the problems that we aim to address. Since our approach relies on higher-order mobility flow dataset, wherein trajectories are represented as sequences of hexagons on a tessellated map, Chapter 4 gives a more in-depth discussion of working with higher-order mobility flow data, and its advantages. Additionally, we update the problem definition to accommodate the new data representation. In Chapter 5 we delves into the specifics of the trajectory prediction model. Then we describe the design of the experiments in Chapter 6, including the datasets used, the evaluation metrics, the various baseline models, the results of the experiments, insightful discussions based on the observed results, and other details relevant to the experimental design. Finally, we end the thesis with some concluding remarks in Chapter 7.
Chapter 2

Related work

In this chapter, we first review the trajectory data mining in both statistical and deep-learning-based methods. Then we delve into trajectory prediction problem in different research fields. Finally we review the most significant efforts relevant to deep generative models.

2.1 Trajectory Data Mining

Trajectory data contain huge amount of information about moving objects, encouraging many studies and a variety of downstream applications such as constructing location-based social networks, predicting traffic dynamics and planning urban services [3]. Next we discuss statistical and deep learning models in trajectory data mining based on different mining tasks. As trajectory prediction is the primary focus of the this thesis, we discuss it in more detail in the next section.

2.1.1 Statistical Models

Pattern Mining. In tradition, there are several basic mining tasks that have been explored within this area. Pattern mining of trajectory data is an important domain that includes
clustering, frequent sequence mining [20], periodic pattern mining [21] and moving together pattern mining [22]. Specifically, clustering is to divide trajectory data in different clusters based on the movement properties. A general clustering approach is to represent each trajectory with a feature vector, and then, measure the similarity between trajectories by calculating the distance between their feature vectors [23, 24]. Lee et al. [25] propose a partition-and-group-based framework for clustering trajectories. Trajectories are divided into multiple line segments and similar line segments are grouped together into a cluster. Yan et al. [26] present a model that is hybrid of spatiotemporal and semantic information of trajectories. The model encapsulates both the geometry and semantics of mobility data, which can be used in trajectory clustering. Li et al. [27] propose a road-network-based clustering algorithm. Instead of clustering the moving objects, road segments are clustered based on the density of common traffic they share. Similarly, Han et al. [28] introduce NEAT, a method designed for efficiently clustering spatial trajectories of mobile objects on road networks. This model considers three key aspects: the physical constraints of the road network, the network proximity and the traffic flows among consecutive road segments, to effectively group trajectories into spatial clusters. Pechlivanoglou and Papagelis [29] present an one-pass sweep-line algorithm over the trajectories (SLOT) that can effectively compute the node importance of moving objects in a trajectory network. Sawas, Abuolaim, Afifi and Papagelis [30] propose a novel versatile method, timeWgroups, for efficient discovery of pedestrian groups dynamics, including various definitions of group gathering and dispersion.

**Classification.** Classification is another classical spatiotemporal data mining task. Zheng et al. [31] apply a decision tree-based inference model to classify different transportation modes based on GPS data. Bolbol et al. [32] use SVMs for transportation mode classification. Another sub-domain of classification is trajectory outlier or anomaly detection, which involves the detection of significantly anomalous observations compared to the majority of the datasets. One of the approaches are to partition trajectories into a set of sub-trajectories and then
detect the outlying sub-trajectories by applying a distance function or clustering approach. For example, Lee et al. [33] propose a Partition-and-Detect framework. The model includes a two-level trajectory partitioning strategy for the partition phase, which improves quality and efficiency. Additionally, for the detection phase, they introduce a method that use both distance-based and density-based approaches.

2.1.2 Deep Learning-based Models

[34] investigates the distribution of the trajectory data mining problems addressed by deep learning. Over 70 percent studies are predictive learning, and others are inference and anomaly detection, and so on. Next, we discuss deep learning models based on different tasks.

Graph-based Prediction Models. In some cases, graphs are constructed from trajectory data. For example, in road network-scale traffic prediction, the transportation network can be naturally modeled as a graph, making it suitable to apply graph-based deep learning models. Chai et al.[35] propose a multi-graph convolutional neural network (CNN) model to predict bike flow. More specifically, the authors generate multiple graphs that reflect heterogeneous inter-station relationship between bike stations. These graphs are then fused and convolutional layers are used to predict station-level future bike flow. Li et al.[36] present a model called the Diffusion Convolutional Recurrent Neural Network (DCRNN) for traffic forecasting. In their paper traffic flow on a transportation network is viewed as information that propagates through a graph, and the model employs bidirectional random walks to capture spatial dependencies among graph nodes and an encoder-decoder architecture with scheduled sampling to capture temporal dependencies. Zhang et al.[37] propose TrafficGAN, an adversarial learning framework to predict traffic flow. To capture the spatial and temporal correlations among roads in a road network, CNN and LSTM are embedded in the framework.

Estimation and Inference. There have been a lot of studies about estimation and inference,
which mainly focus on the problem of estimating travel time, trip purpose and travel mode from the mobility trajectory data. Accurately estimating the duration of a trip based on its origin and destination locations and departure time is essential in numerous real-world applications. To tackle this problem, Li et al. [38] present a deep multi-task representation learning model that estimates the arrival time of a trip. The model utilizes the underlying road network and spatiotemporal knowledge to generate trip representations that retain various trip properties. Fu et al. [39] develop CompactETA, a novel ETA learning system that can provide accurate online travel time inference. Their approach leverages a spatiotemporal weighted road network graph and applies a graph attention network to encode high-order spatial and temporal dependencies into trip representations. In addition, they encode the sequential information of the travel route using positional encoding. Martin et al. [40] study the problem of inferring the purpose of a user’s visit to a specific location using trajectory data. To address this issue, they propose a Graph Convolutional Neural Network (GCN) for inferring activity types from GPS trajectory data generated by personal smartphones. The mobility graphs of a user, which are fed into GCNs, are generated based on all their activity areas and the edges are constructed based on trajectory data. Zhu et al. [41] propose a Semi-supervised Federated Learning (SSFL) framework that includes a novel identification module called Convolutional Neural Network-Gated Recurrent Unit, which can accurately infer travel modes from GPS trajectories. In addition, the authors design a pseudo-labeling method that allows to set pseudo-labels on their local unlabeled datasets using a small public dataset on the server. Alix and Papagelis [42] present a reinforcement learning method PathletRL for constructing a small set of basic building blocks that can represent a wide range of trajectories. This dictionary can be useful in various tasks and applications, such as trajectory compression, travel time estimation, route planning, and so on.

**Anomaly Detection.** The other important task for trajectory data is anomaly detection or outlier detection, which aims to identify the rare observations that differ remarkably from the
majority of the data. Chen et al. [43] collect huge amount of traffic accident data and users’ GPS records to study the influence of human mobility on traffic accident risk. They propose a deep model of Stack denoise Autoencoder to learn hierarchical feature representations of human mobility, which can be utilized to predict traffic accident risk level. Deng et al. [44] propose a generative adversarial network that leverages graph convolutional gated recurrent unit (GCGRU) to help the generator and discriminator learn the spatiotemporal features of traffic dynamics and traffic anomalies respectively. After adversarial training, both the generator and discriminator can act as separate detectors. The generator learns to model normal traffic patterns, while the discriminator provides detection criteria based on spatiotemporal features.

2.2 Trajectory Prediction

Predicting trajectories has been explored by different areas of computing, including (a) computer vision, and (b) mobile data analysis.

2.2.1 Computer Vision

**Autonomous Driving.** Trajectory prediction involves predicting the future path or movement of objects in a scene over time. For this, they rely on camera-generated video frames, where trajectories can be represented by \((x, y)\) coordinates within the frame [45, 46, 47]. One of the very popular focuses in academia and industry on trajectory prediction is for autonomous driving. For instance, Ren et al. [48] develop a deep learning model tailored for forecasting an occupancy map showing the earliest possible time each location may be occupied by both seen and unseen vehicles. They validate their model using the extensive nuScenes autonomous driving dataset [49], which combines 6 cameras, 5 radars and 1 lidar installed on vehicles. And the model proposed by Song et al. [50] is to tackle the vehicle
prediction problem in the multi-agent setting on highway datasets such as HighD [51], where camera-equipped drones are used to measure every vehicle’s position and movements from an aerial perspective.

**Pedestrian Mobility.** The other popular research area for trajectory prediction in computer vision is pedestrian mobility prediction at a small scale, within the camera angles. Duan et al.[52] develop a dual-path architecture to identify both common and unusual patterns in spatial and temporal dimensions for pedestrian movement prediction. And Sun et al.[53] propose a method to predict human future movements using only two frames for observation. Both methods have been conducted on ETH [54] and UCY [55] dataset wherein video frames were recorded from birds-eye view at various locations. In addition to the dataset format, the methods are designed to detect or predict human–human and human–vehicle interactions [45, 56], for example, potential collisions.

In summary, when we consider the domain of trajectory prediction within computer vision, it becomes apparent that the scope of this current work diverges significantly in several key aspects. Notably, there is a distinct difference in the format of the data utilized, the predictive range as well as in the specific interests and objectives of the problem being addressed. Consequently, due to these fundamental discrepancies, this particular line of research does not align with, and thus falls outside, the scope of our present study.

### 2.2.2 Mobile Data Analysis

In this section, trajectory prediction involves predicting the future path of objects, given historical trajectory data represented as GPS geo-coordinates over time. Two types of predictive analysis can be identified: *macroscopic* and *microscopic*.

**Macroscopic analysis.** Macroscopic analysis focuses on high-level mobility models for crowd flow prediction [57], traffic flow prediction [58], taxi demand prediction [59], and city-wide
mobility prediction [60, 61]. In greater detail, Lin et al. [57] develop a deep learning-based convolutional model to predict the inflow and outflow of each region in the metropolis, given the historical flow data. The model captures the spatial dependence among crowd flows in different regions and it also leverages POI distributions and time factor that affect the crowd movements. Ji et al. [62] present a self-supervised learning framework to model spatial and temporal heterogeneity in traffic flow prediction. Yao et al. [59] harness the power of CNN and LSTM in a joint model to capture spatial and temporal relations among regions to better predict taxi demands and similarly Zhou et al. [63] employ an encoder-decoder framework to predict multi-step citywide passenger demands.

These models are important as they provide aggregated insights to guide solutions for urban planning at a city-level. However, in contrast to our current research, these models primarily aim to forecast the flow of traffic across various regions. This is typically achieved by dividing a map into grids or specific areas. In contrast, our research is dedicated to understanding and analyzing the mobility patterns of individual entities. Our problem focus on the individual-level mobility prediction and it involves predicting the future trajectories of individuals based on their historical mobility data. This kind of prediction can have applications in various domains such as individual transportation planning, urban development, personalized services, and targeted marketing.

**Microscopic Analysis.** Microscopic analysis focuses on object-level mobility prediction, that is, to predict the mobility patterns of individuals. First attempts to address the problem considered statistical methods, such as matrix factorization [6, 7, 8] and Markov chain [9, 10, 11]. For instance, Cheng et al. [6] include social information and geographical influence into a generalized matrix factorization framework for personalized location recommendation. In a similar way, Lian et al. [8] incorporate spatial clustering in human mobility and leveraged the weighted matrix factorization technique. Mathew et al. [10] introduce a hybrid approach
that involves clustering location histories based on their attributes and subsequently training individual Hidden Markov Models (HMMs) for each cluster to forecast human mobility. However, these approaches often struggle to capture the complex sequential and periodic features of human mobility in trajectories.

Recent progress in the field of deep learning has led to the development of specialized deep neural network models that are adept at capturing the sequential nature of trajectory data. In particular, approaches employing Recurrent Neural Networks (RNNs) have shown notable effectiveness. For instance, Liu et al. [12] introduce ST-RNN, a variant of RNN designed to simultaneously consider both temporal and spatial contexts. Similarly, Feng et al. in their research [13] develop DeepMove, an attentional recurrent network-based model for predicting human movement patterns. Despite their impressive performance, these models face challenges in dealing with trajectory data that is sparse or inaccurately recorded. In order to address the sparsity problem of spatiotemporal information, Lian et al.[64] introduce GeoSAN, a Geography-aware sequential recommendation system. This system highlights the importance of using informative negative samples and employs a self-attention based geographic encoder to represent the hierarchical grid structure of each GPS coordinate. Yang et al.[65] introduce Flashback, a RNN-based model specifically crafted for handling sparse user mobility data. They uniquely search back the historical hidden states that share similar spatiotemporal contexts to the current one for predicting the next location. Luo et al.[66] propose STAN that considers all relevant visits from user trajectory and incorporates spatiotemporal correlation between non-adjacent locations and non-contiguous visits for location recommendation.

However, these models are mostly designed for the POI prediction, which is a pertinent but distinct problem from the current work. Specifically, the inputs are records of users’ historical check-ins and the outputs are most plausible POI candidates of the future. In this thesis,
instead of only predicting POIs, we deal with higher-order mobility flow of individuals and predict next $k$ hexagons within a map. In other words, we do not limit locations to POIs, it can be any hexagons of a tessellated map.

Some previous work study the trajectory prediction based on general GPS log dataset rather than POI check-ins. For instance, Jiang et al. [14] employ a seq2seq model to analyze human trajectories and made predictions about future movements of individuals. However, the key idea of their study is that human’s movements could be irrelevant to their past movements. In particular, it focuses on the very short-term mobility prediction based on big rare events or disasters such as large earthquakes or severe traffic accidents. Sadri et al. [15] present a framework for continuous trajectory prediction. They particularly focused on predicting a user’s afternoon trajectory, given their morning trajectory. Therefore, it heavily relies on a single historical record of an individual. Amichi et al. [16] propose to first predict the type of next movement, i.e., the purpose of visiting the next location. Based on this, the predictor outputs the next location or zone where the individual would be. The location or zone are defined by projecting the GPS coordinates to spatial grid IDs of a gridded map, where locations are fine-grained while zones are more coarse-grained. Nevertheless, these prior research primary focus on specific instances of the problem and their models are insufficient in addressing the general trajectory prediction problem.

2.3 Deep Generative Models

Generative models are a class of machine learning models designed to learn and mimic the underlying data distribution of a given dataset (see Bond-Taylor et al. [67] for a comprehensive survey). The fundamental idea behind generative models is to capture the statistical patterns and relationships present in the data so that the model can generate new samples that look and feel like the real data. They have shown remarkable results in creating realistic data
samples, and they have been used for various creative and practical applications including image synthesis, text generation, music composition, and more. There are several types of generative models, but some of the most prominent ones include Generative Adversarial Networks (GANs) [68], Variational Autoencoders (VAEs) [69], Autoregressive Models [70], Flow-based Models [71], and Transformers [17]. In our research, we propose the use of generative models for addressing the trajectory prediction problem. We specifically employ a transformer-based architecture such as GPT (Generative Pre-trained Transformer) [72]. To the best of our knowledge, this is the first attempt to employ deep generative models to the (non vision-based) trajectory prediction problem.

2.3.1 Transformer-based Models

Transformer models [17] are primarily known for their use in natural language processing (NLP) tasks, but can also be used for generating text and sequences in other domains. Traditionally, sequence data was processed using recurrent neural networks (RNNs) [73], which suffered from limitations like vanishing gradients and sequential computation, making them slow to train. The Transformer architecture addressed these issues by employing a self-attention mechanism, which allows for parallelization and efficient learning of long-range dependencies in the data. In our research, we treat historical trajectories as sequences of hexagons on a hexagon-based tessellated map. These sequences resemble statements of a language, and therefore can serve as input to a Transformer-based generative model. Note as well that although we largely followed the GPT-2 architecture, our method is generic and any similar large language model architecture could be utilized, such as PaLM [74], and LLaMA [75], to name a few.
Chapter 3

Problem

In this chapter, we first introduce notations and preliminaries related to our research. Then, we formally define the problem of interest.

3.1 Preliminaries

Definition 3.1 (Map). A map $\mathcal{M}$ represents the administrative boundaries of a finite and continuous geographic area of Earth, such as a city. Since $\mathcal{M}$ represents a relatively small region, the curvature of the Earth’s surface within this area is negligible, allowing us to approximate $\mathcal{M}$ as a finite 2-dimensional Euclidean space $\mathbb{R}^2$.

Definition 3.2 (Trajectory). A trajectory represents the movement of an object or entity over time. It consists of spatiotemporal points, each of which includes a time identification $t$ and a location identification $l$. The trajectory sequence is denoted as $T = p_1p_2...p_n$, where $p_i$ represents a spatiotemporal point.

Definition 3.3 (Partial trajectory). Given a trajectory $T$ of an individual $i$, a partial trajectory of length $l$ is a subsequence $T^l_i = p_{i_1}p_{i_2}...p_{i_l}$ of $T$, where $l$ is the $l$’th spatiotemporal point in $T$. 
3.2 PROBLEM DEFINITION

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}$</td>
<td>The map of a geographic area</td>
</tr>
<tr>
<td>$T$</td>
<td>Trajectory sequence of spatiotemporal points</td>
</tr>
<tr>
<td>$p_i$</td>
<td>Spatiotemporal point in the trajectory sequence</td>
</tr>
<tr>
<td>$T^l$</td>
<td>Trajectory history of length $l$</td>
</tr>
<tr>
<td>$k$</td>
<td>Prediction horizon (# trajectory steps to predict)</td>
</tr>
<tr>
<td>$l$</td>
<td>Input trajectory length</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>Set of hexagonal blocks (or hexagons) forming a tessellation of $\mathcal{M}$</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of notations.

**Definition 3.4 (Trajectory history).** The trajectory history of a specific length $T^l$, encompasses all the previously occurred partial trajectories of length $l$.

**Definition 3.5 (Prediction horizon).** The prediction horizon $k$ defines the number of future trajectory steps to be predicted.

### 3.2 Problem Definition

We are now in position to formally define the problem of estimating or forecasting the future path or trajectory of an object or entity based on its current state and historical data.

**Problem 1 (Trajectory Prediction).** Given a map $\mathcal{M}$, the corresponding trajectory history $S^l$, a partial trajectory $T = p_{i_1}p_{i_2}...p_{i_t}$, and an integer $k > 0$, the objective is to predict the next $k$ spatiotemporal points $p_{i_t+1}, \ldots, p_{i_t+k}$ of the partial trajectory $T$.

Note that we currently only state the general trajectory prediction problem. Once we introduce the idea of higher-order mobility flow, we will revisit the trajectory prediction problem and formalize it in the context of predicting the next $k$ hexagons (see section 4.6).
Chapter 4

Higher-order Mobility Flow Data

In this section, we provide a rationale of working with higher-order mobility flow data, and its advantages. Additionally, we update the problem definition to accommodate the new data representation.

4.1 Motivation

While some mobility datasets are available for research purposes, the majority of them are typically discovered through ad-hoc searches and lack comprehensive documentation. Furthermore, researchers frequently resort to generating their own synthetic datasets, which are often unpublished and lack details of their generation process and potential reproducibility. Moreover, working with mobility data presents its own challenges, due to its large size, high sparsity, and complexity. To address these problems, there has been a growing interest in a new type of mobility data, describing trajectories using higher-order geometric elements [76]. Higher order means higher hierarchy or higher level(s) of abstraction for representing trajectories. First, a map is uniformly tessellated using a geometric element, say hexagons, and then trajectories are represented as sequences of hexagons. Fig. 4.1 shows an overview
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Figure 4.1: An example of hexagon-sequence trajectories on a tessellated map.

of trajectories of taxis represented by sequences of hexagons on a tessellated map of New York City. The representation provides some advantages: it decreases sparsity and allows for analysis at varying granularity based on map tessellation; it is compatible with well-known machine learning models; and it promotes better generalization, minimizes overfitting, and supports effective visual analytics, such as heatmaps.

4.2 Higher-Order Trajectory Representation

Rationale. Working with raw trajectory datasets (either in the form of GPS data points or POI check-ins) is challenging because (longitude, latitude) geo-coordinates: (i) are sparse and large amounts are needed to learn meaningful relationships, and (ii) are not very compatible (as input) to popular machine learning architectures, due to their continuous nature. We therefore propose to resort to a higher level of abstraction for representing trajectories. This transformation is done by first obtaining the routes by connecting raw trajectory data points through publicly available routing algorithms. Then, the trajectory is represented as a

2https://developers.google.com/maps/documentation/directions
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Figure 4.2: Impact of higher-order abstraction on sparsity.

sequence of the higher-order elements (hexagons) traversed by the route.

**Advantages.** The benefits of such a transformation are multi-fold. First, the sparsity will be decreased, as multiple data points (or checkins) will belong to the same higher abstraction element (e.g., hexagons). Specifically, sparsity is defined by the number of zeros in a user-POI or user-Hex matrix. In a user-Hex matrix, an entry is equal to 1 if the user has visited any place in the corresponding hexagon and 0 otherwise. Multiple POIs can be located within the same hexagon, leading to a decrease in sparsity. For example, consider the simple scenario where there are three users and three POIs, forming a $3 \times 3$ user-POI matrix (of nine elements/entries). Now assume all (three) users have visited the same single POI. In this case, the sparsity of the user-POI matrix will be 66.6% since six out of the nine elements will be 0 and only three of them will be 1. If POI visits are projected to a higher dimension and assuming two (of the three) POIs fall in the same hexagon, then the user-Hex matrix will now have six entries ($3 \times 2$ hexagons). In this case, three of the elements/entries will be equal to 1, reducing the sparsity to 50%. Fig. 4.2 illustrates the impact of higher-order representations on decreasing the sparsity on two benchmark datasets (**FOURSQUARE-NYC** and **FOURSQUARE-TKY** [77]). We observe about a 1% decrease in sparsity when using
higher-order check-ins, and more than a 5% decrease in the case of higher-order mobility flow. Furthermore, trajectories can now be treated as sequences of a predefined set of higher abstraction elements (e.g., hexagons), which are compatible (as input) to popular machine learning models, such as sequence models and Transformer-based models. In addition, the higher-order mobility flow data represents continuous routes/paths between location data points. While these routes are not representing the actual path an object has followed (this is unknown), they can capture implicit information and other semantics that lie in-between the different data points. The premise of operating on higher-order mobility data is that the deep learning models can avoid overfitting and generalize better as it simplifies the data in a way that omits specific details. We formalize these concepts below.

**Definition 4.1 (Map).** See the definition from Chapter 3.

**Definition 4.2 (\textit{Poi}).** Let \( P = \{p_1, p_2, \ldots, p_\|P\|\} \) be a set of points of interests (\textit{Pois}) on a map \( M \).

**Definition 4.3 (Visits or Check-ins).** In location-based services, a visit or check-in of a person to a location or place at a particular time is a record represented by a quadruplet \( r = (u, l, t, \langle x, y \rangle) \), for user \( u \), location ID \( l \), time of visit \( t \), and longitudinal-latitudinal tuple \( \langle x, y \rangle \). We represent the set of all visits or check-ins by \( R \). In this research, we use the term visit or check-in interchangeably.

**Definition 4.4 (\textit{GPS Trace Points}).** A \textit{GPS} trace point can similarly be defined using a triplet \( s = (o, t, \langle x, y \rangle) \), for object \( o \), timestamp \( t \), and geocoordinate tuple \( \langle x, y \rangle \). We denote the set of all traces by \( S \).

**Definition 4.5 (Trajectory).** See the definition from Chapter 3.

**Definition 4.6 (Map Tessellation).** Let \( B = \{b_1, b_2, \ldots, b_n\} \) be a set of (regular) disjoint blocks that can fully tessellate map \( M \), forming a regular tiling. Each block \( b_k \in B \) is assumed to be a polygon. In our study, we opt for \textit{hexagons}. The terms ‘hexagons’ and ‘blocks’ will
be used interchangeably throughout the thesis. An hexagon-based map tessellation offers several advantages over traditional square-based map tessellation (commonly known as a grid or tile system) [78]. Note as well that the tessellation can happen at different levels of resolution, by defining different sizes of the hexagons. The smaller the hexagon size, the higher the resolution.

Definition 4.7 (Higher-order check-ins). Since $\mathcal{M}$ is fully tessellated, each check-in $p \in \mathcal{P}$ there is a $g \in \mathcal{G}$, s.t. $p$ is in $g$.

Definition 4.8 (Higher-order GPS traces). Similarly, with $\mathcal{M}$ fully tessellated, for every $s \in S$ there is a $g \in \mathcal{G}$, such that $s$ is in $g$.

Definition 4.9 (Higher-order Trajectory). Given a trajectory $T = p_1 p_2 ... p_n$, and since every point $p_i$ belongs to a unique block $b_i \in \mathcal{B}$ of a tessellated map $\mathcal{M}$, we can translate every trajectory to a sequence of blocks. The outcome is a higher-order trajectory.

Definition 4.10 (Higher-order mobility flow). Given a higher-order trajectory $Tr = \{g_1, g_2, ..., g_m\}$, we can define a higher-order mobility flow as a new trajectory:

$$Tr = \{g_1, \mathcal{G}_{[1,2]}, g_2, \mathcal{G}_{[2,3]}, ..., \mathcal{G}_{[m-1,m]}, g_m\}$$

where each $\mathcal{G}_{[i,i+1]} \subset \mathcal{G}$, for $i = 1, ..., m - 1$, represents the sequence of grid cells traversed between $g_i$ and $g_{i+1}$ of the original trajectory.

By associating trajectory points with individual blocks, we imply that the predicted targets move in a step-wise manner, transitioning sequentially from one block to another. This sequence of hexagons representation enables us to establish a structured temporal framework, aligning the trajectories based on a uniform time scale.
4.3 The Data Generation Pipeline

In this section, we discuss the general pipeline for generating higher-order mobility flow data from original trajectory datasets. Fig. 4.3 shows the various steps involved in transforming trajectory data points into sequences of hexagons. Although the procedure is straightforward, it is not trivial and can sometimes be time-consuming. This is primarily due to the involvement of specialized algorithms, such as routing, map-matching, and computationally intensive geometry tasks. We further elaborate on these issues.

The Input. Trajectory datasets are typically becoming available either in the form of GPS trace data, such as the following:

<table>
<thead>
<tr>
<th>taxi_id, date_time, longitude, latitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2008-02-02 15:36:08, 116.51172, 39.92123</td>
</tr>
<tr>
<td>1, 2008-02-02 15:46:08, 116.51135, 39.93883</td>
</tr>
</tbody>
</table>

or, in the form of POI check-in data, such as the following:

<table>
<thead>
<tr>
<th>userId, venueId, venueCategoryId, venueCategory, lat, lon, time</th>
</tr>
</thead>
<tbody>
<tr>
<td>589, 4d646c, 4bf5d8, Gym, 35.6099, 139.8256, Apr 03 20:09:41 2012</td>
</tr>
<tr>
<td>290, 4b535e, 4bf5d8, Park, 35.7495, 139.5865, Apr 03 20:14:18 2012</td>
</tr>
</tbody>
</table>

Map-Matching The original trajectories are represented as a sequence of GPS-based data points. However, GPS data can be noisy and inaccurate, leading to deviations from actual roads and paths. Map-matching aims to correct these inaccuracies and align the raw GPS points with the corresponding road network [79]. While popular methods, such as IVMM [80], exist for map-matching, one can use a routing machine like OSRM [81] to first find the shortest paths between consecutive intermediate data points, and then concatenate (in the same sequence) the output shortest paths to form the map-matched trajectory.

Computational Geometry To transform a map-matched trajectory to a sequence of hexagons, we rely on computational geometry methods. More specifically, every trajectory is
modeled as a linestring shape type, and every hexagon as a polygon shape type. Then, their intersection can be computed using off the shelf methods of popular computational
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<table>
<thead>
<tr>
<th>Resolution</th>
<th>Hex Edge Length (Km)</th>
<th>Hex Area (Km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hex@6</td>
<td>3.725</td>
<td>36.129</td>
</tr>
<tr>
<td>Hex@7</td>
<td>1.406</td>
<td>5.161</td>
</tr>
<tr>
<td>Hex@8</td>
<td>0.531</td>
<td>0.737</td>
</tr>
<tr>
<td>Hex@9</td>
<td>0.201</td>
<td>0.105</td>
</tr>
<tr>
<td>Hex@10</td>
<td>0.076</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Table 4.1: Properties of hexagons of different resolutions³.

Figure 4.4: An illustrative example of varying resolutions – 7, 8, 9 respectively.

geometry libraries. Recall that a map \( \mathcal{M} \) can be tessellated using hexagons of a different size, which defines the map’s resolution. We construct datasets of five different resolutions, namely \( \{6, ..., 10\} \). Table 4.1 shows the size properties of each hexagon for each resolution. At the end of the data preparation process, each trajectory in the dataset has been transformed to a sequence of hexagonal blocks. Fig. 4.4 provides an illustrative example of higher-order mobility flow data projected on an area of a map that has been tessellated using three different resolutions. The figure shows how higher-order mobility data captures a city’s road infrastructure and physical constraints (e.g., bridges). It also shows how different resolutions can be useful in diverse problems and applications, as they allow for analysis at a different level of granularity, ranging from microscopic to macroscopic [82].

The Output. The final output comprises continuous sequences of hexagons which represent

³https://h3geo.org/docs/core-library/restable/
4.4 THE DATASETS

We provide the higher-order mobility flow of the following datasets (see Table 4.2 for a summary of the datasets’ statistics):

**T-Drive** [83, 84]. Taxi trajectory datasets on the Beijing road network that reaches ∼9 million kilometres in total.

**Porto** [85]. Trajectories of Portuguese taxis that operate through a dispatch central & uses mobile data terminals installed in the taxis.

**Rome** [86]. Consisting of recorded traces of taxi cabs in Rome, Italy.

**Geolife** [87, 88, 89]. Collected from several users’ GPS-based devices during their outdoor activities (a total distance of ∼1.2 million km)

**NYC-Taxi** [90]. Taxi cab trajectory dataset recorded by digital devices installed in the vehicles of New York City.

**Foursquare** [77]. POI check-ins recorded by the phones of several users in the city of New York and Tokyo.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Objects</th>
<th># Trajectories</th>
<th>Time Period</th>
<th>Resolutions</th>
<th>File Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho-T-Drive</td>
<td>9,987</td>
<td>65,117</td>
<td>02/02/08 – 02/08/08</td>
<td>{6, ..., 10}</td>
<td>379 MB</td>
</tr>
<tr>
<td>Ho-Porto</td>
<td>442</td>
<td>1,668,859</td>
<td>07/01/13 – 06/30/14</td>
<td>{6, ..., 10}</td>
<td>370.2 MB</td>
</tr>
<tr>
<td>Ho-Rome</td>
<td>315</td>
<td>5,873</td>
<td>02/01/14 – 03/02/14</td>
<td>{6, ..., 10}</td>
<td>16.6 MB</td>
</tr>
<tr>
<td>Ho-Geolife</td>
<td>57</td>
<td>2,100</td>
<td>04/01/07 – 10/31/11</td>
<td>{6, ..., 10}</td>
<td>3 MB</td>
</tr>
<tr>
<td>Ho-Foursquare-Nyc</td>
<td>1,083</td>
<td>49,983</td>
<td>04/12/12 – 02/16/13</td>
<td>{6, ..., 10}</td>
<td>12.3 MB</td>
</tr>
<tr>
<td>Ho-Foursquare-Tky</td>
<td>2,293</td>
<td>117,593</td>
<td>04/12/12 – 02/16/13</td>
<td>{6, ..., 10}</td>
<td>29.3 MB</td>
</tr>
<tr>
<td>Ho-Nyc-Taxi</td>
<td>N/A</td>
<td>2,062,554</td>
<td>01/01/16 – 06/30/16</td>
<td>{6, ..., 10}</td>
<td>341.4 MB</td>
</tr>
</tbody>
</table>

Table 4.2: Statistics of the higher-order mobility flow datasets that we provide (the original datasets are prefixed by ‘Ho-’).
4.5 Broader Impact

In this section, we provide insights into how the new datasets (potentially with other datasets) can be used in diverse domains.

**Transportation Systems and Urban Planning.** Our datasets can be used to create illustrative heatmaps, such as in Fig. 4.4, that depict the density in a particular area or route of the map. These heatmaps can be used to visually analyze traffic patterns, congestion levels and travel times. They can also allow urban planners to design and optimize public transit networks and infrastructure.

**Environmental Monitoring and Conservation.** Another potential application of higher-order mobility data is in the form of assessing environmental impact (e.g., emissions, air quality, etc.). This helps evaluate the effectiveness of eco-friendly initiatives (e.g., relating to transportation) and supports sustainability planning.

**Public Healthcare.** Microscopic modeling of spatiotemporal epidemics dynamics research [91, 82] can benefit healthcare practitioners and researchers in surveying and monitoring disease spread through individual mobility behaviors. This can also inform public policy about the effectiveness of targeted actions that aim to mitigate the epidemic spread compared to horizontal measures.

4.6 Problem Definition (Revisited)

Based on the introduction of higher-order trajectory representations, we now revisit the problem of trajectory prediction in the context of predicting $k$ future blocks (hexagons).

**Problem 2 (Higher-Order Trajectory Prediction).** Given a map $\mathcal{M}$, the corresponding trajectory history $T^l$ represented as a set of block sequences, a partial trajectory $T = b_i, b_{i+1}, ..., b_l$ (where $b_i$ is a block), and a prediction horizon $k > 0$, the objective is to predict the next $k$
blocks $b_{i+1}, \ldots, b_{i+k}$ of the partial trajectory $T$. 
Chapter 5

Methodology

In this section we provide details of our TrajLearn model. In particular, we present information regarding (i) the Dependency Capturing Module, which is designed to capture complex dependencies of the trajectories, (ii) the training of the model, and (iii) the beam search with constraints that allows to efficiently explore multiple possible future trajectory paths.

5.1 Dependency Capturing Module

The Dependency Capturing Module leverages the power of the Transformer architecture [17] to capture underlying dependencies within the trajectories. Figure 5.1 shows the framework of the training process. In particular, the transformer-based Dependency Capturing Module is the Decoder Stack. This module largely follows the GPT-2 model. Because the use of Transformers and GPT-2 in particular has become common we will omit an exhaustive background description of the model architecture and refer readers to Radford et al. [18] as well as excellent guides such as “The Illustrated GPT-2”\footnote{The Illustrated GPT-2. https://jalammar.github.io/illustrated-gpt2/}. In particular, it is a $L$-layer
decoder-only Transformer each with $A$ masked self-attention heads and length $H$ dimensional state. In contrast to the original Transformer architecture that used sinusoidal positional encodings, we used learned position embeddings. These learned embeddings can be more flexible as they are capable of learning and adapting to complex patterns within the data. This way, the input to the Transformer is:

$$h_0 = BW_e + W_p$$

(5.1)

where $B = (b_1, \ldots, b_l)$ is the higher-order mobility flow, $W_e$ is the block embedding matrix, and $W_p$ is the position embedding matrix.

In each layer (decoder block) of the Transformer, layer normalization is used. In greater detail, layer normalization is a process that standardizes the inputs of a layer across each feature. It helps mitigate unstable training dynamics by ensuring that the distribution of inputs to a layer remains more consistent across training steps, leading to faster convergence of the model. Furthermore, unlike original transformers, layer normalization was moved to the input of each sub-block and an additional layer normalization was added after the final self-attention block. This positioning is strategic; it normalizes the inputs before they enter the self-attention mechanism (preparing them for optimal processing) and then again normalizes the outputs of the self-attention before they proceed to the next layer. Formally, the computation of the hidden state at each transformer layer $j \in [1, L]$ can be described as:

$$h'_j = h_{j-1} + \text{Self-Attention}(\text{LayerNorm}(h_{j-1}))$$

(5.2)

$$h_j = h'_j + \text{FeedForward}(\text{LayerNorm}(h'_j))$$

(5.3)

where LayerNorm$(\cdot)$, Self-Attention$(\cdot)$, and FeedForward$(\cdot)$ denote layer normalization, the masked multihead self-attention operation, and the position-wise feed-forward network,
respectively. For the LayerNorm, the module utilizes a modified version of L2 regularization proposed in [92] on all non-bias or gain weights. As an activation function we opted for the Gaussian Error Linear Unit (GELU) [93], which is chosen due to its performance in tasks involving NLP and its ability to alleviate the vanishing gradient problem, allowing for a more effective learning process. GELU is defined as:

\[ \text{GELU}(x) = x \cdot P(X \leq x) \]  

(5.4)

where \( X \sim N(0, 1) \) follows the standard normal distribution. In implementation, this is approximated by:

\[ 0.5x \left( 1 + \tanh \left( \sqrt{\frac{2}{\pi}} (x + 0.044715x^3) \right) \right) \]  

(5.5)

In masked attention, every token is constrained to only attend to its left context. The attention mechanism can be formalized as:

\[ \text{Self-Attention}(E) = \text{softmax} \left( \frac{QK^\top}{\sqrt{d_k}} \right) V \]  

(5.6)

\[ Q = EW_Q, \quad K = EW_K, \quad V = EW_V \]

where \( Q, K \) and \( V \) are matrices representing the queries, keys and values, respectively, \( W_Q, W_K, \) and \( W_V \) represent the respective learnable weight parameter matrices, and \( d_k \) is the dimensionality of the keys. This mechanism allows the model to focus on different parts of the input sequence when generating the output. The output of the last layer is fed into layer normalization followed by a linear projection and a softmax activation that predicts the next block in the trajectory, based on the probabilities of all possible next blocks:

\[ P(b_{t+1} | B) = \text{softmax}(\text{FeedForward}(\text{LayerNorm}(h_L))) \]  

(5.7)
Note that although we largely followed GPT-2 architecture for this module, our method for trajectory prediction is generic and any large language model architecture could be utilized as the Dependency Capturing Module. As a result, any further development and recent release on language models is orthogonal and can be equally beneficial to our approach with minimum effort.

5.2 Model Training

In the context of language models, the <End of Sentence> or <EOS> token serves as a special symbol or marker used to indicate the end of a sentence or sequence of words. In the context of trajectories, we also need an endpoint signal to define the trajectory boundaries and help the model learn when to appropriately end a trajectory. We had to resort to two strategies:

(a) Temporal cutoff. We set a time threshold, and a gap in GPS data beyond this threshold indicates the end of the trajectory. This approach assumes that if there is no GPS data recorded for a certain period, the trajectory has ended.

(b) Spatial cutoff. We set a distance threshold, and if the distance between consecutive GPS points is greater than this threshold, we consider it as the end of the trajectory. This approach assumes that a significant distance between two consecutive points indicates a break in the trajectory.

These strategies are enforced during the preprocessing phase, where an endpoint is detected if either of the two criteria is met. Specifically, we compute both distance and time span between two consecutive points. If either the distance gap or the timestamp difference is beyond the respective threshold, we consider that the end of a trajectory is detected. Once the endpoint of a trajectory is determined, we represent it with an <End of Trajectory> or <EOT> special token. This step plays a vital role as it enables the model to simulate real-world
5.2 MODEL TRAINING

Figure 5.1: Framework architecture.
scenarios, where trajectories naturally conclude, rather than continuing pointlessly. It also helps the model to generate continuous trajectory paths where transitions mostly happen to adjacent hexagons.

Once all trajectories have been represented as sequences of blocks, we transform them into partial trajectories that are required for training the prediction model. Specifically, we generate partial trajectories of length \( l + k \), as well as all combinations of partial trajectories of length between \( l \) and \( l + k \). Note that \( l \geq 1 \) is a model parameter representing the size of the input, and \( k \geq 1 \) is the prediction horizon. Subsequently, the model is trained by providing as input the first \( l \) blocks of partial trajectories and predicting the remaining ones. The process continues until an \(<\text{EOT}>\) token is predicted, or until the trajectory has reached the prediction horizon.

Our training procedure involves the implementation of a method known as teacher forcing. This technique is applied to stabilize the training process and accelerate convergence. In text generation, each predicted word is subsequently used as input to predict the next word. Similarly, in our context, each previously predicted block serves as the input for predicting the following step. During the training process, regardless of the model’s current prediction of the next block, the correct block (i.e., the ground truth target block) is used for forming the next time step’s input. Figure 5.2 is an toy example to demonstrate this process. Without teacher forcing, the model will always use the predicted block as part of the input for the next step prediction; while with teacher forcing, no matter what the model has predicted, the ground truth blocks are used as part of the input. This approach provides a robust supervision signal and effectively allows the model to learn the dependencies and patterns within the trajectory data.
Figure 5.2: TRAJLEARN without teacher forcing (top) and with teacher forcing (bottom).
5.3 Beam Search with Constraints

To optimize the trajectory prediction process and improve efficiency, we incorporate beam search with constraints. Beam search is a heuristic search algorithm that explores the most promising trajectory paths. It maintains a set of candidate sequences of blocks and generates new candidate sequences at each step by expanding the current best candidates. In Figure 5.1, after calculating the probabilities for all hexagons for the next step prediction, we retain the top $n$ most plausible blocks, each with its associated probability, instead of just the single most probable block. In the subsequent prediction round, probabilities will be computed based on the condition of these top $n$ blocks from the previous step. By guiding the search process and focusing on the most likely trajectory paths, beam search improves the efficiency of prediction and increases the quality of the predicted trajectories. Figure 1.1 shows an example where two paths are explored. Our model’s beam search involves the following stages:

- **Initialization.** The algorithm begins with the last visited block of the current trajectory as its initial state. It selects a set of candidate next blocks using the output probabilities provided by the model’s classification layer.

- **Beam Expansion.** Each candidate in the beam is expanded by one block, generating a new set of candidate blocks for the next step. The expansion process is guided by the spatial relationships between the blocks, allowing expansion only to geographically adjacent blocks. The probabilities for each candidate in the beam are updated based on their cumulative probabilities, as follows:

$$P(b_{i_1} \ldots b_{i_n}) = P(b_{i_1} \ldots b_{i_{n-1}}) \times P(b_{i_n}|b_{i_1} \ldots b_{i_{n-1}})$$  \hspace{1cm} (5.8)

- **Beam Pruning.** After expansion, the beam is pruned to retain only the top $k$ candi-
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dates based on their cumulative probabilities, which inform the next beam expansion.

- **Termination.** The algorithm continues with expansion and pruning until it reaches
  the desired prediction horizon or until all beam candidates reach the $<$EOT$>$ symbol.

Additionally, we introduce constraints to the beam search algorithm to preserve spatial
continuity in the predicted trajectories. Formally, for a current block $b_i \in B$, let $\Gamma_M(b_i)$
denote the set of its adjacent blocks in $M$. Then, at each step, the path can only expand
from $b_i$ towards one of its adjacent blocks $b_j \in \Gamma_M(b_i)$. By restricting the model to only
consider blocks that are adjacent to the current block during the next block prediction
task we ensure the validity of the predicted trajectories, as they are guided to always follow
spatially connected paths. This constraint further enhances the overall prediction accuracy
by preventing the inclusion of non-adjacent blocks in the next block prediction task.
Chapter 6

Experimental Evaluation

In this section, we present a comprehensive experimental evaluation of our model. First, we list the research questions we aim to explore. Then, we present details of the experimental configuration, datasets employed, the baseline methods, and evaluation metrics. Finally, we present the results and discuss insights and broader impact.

6.1 Experimental Scenarios

Our experiments aim to answer the following questions:

(Q1) Model Accuracy Performance. What is the accuracy performance of our method against sensible baseline methods?

(Q2) Parameter Sensitivity Analysis. How does the performance of our model vary with different input trajectory lengths and prediction lengths?

(Q3) Map Resolution Analysis. How does the model’s performance vary with different tessellation levels of the higher-order mobility flow representation?
(Q4) Ablation Study. How does beam search with the constraints impact the model’s performance overall?

6.2 Experimental Configuration

Computational Environment. We run experiments on a server equipped with an NVIDIA RTX A6000 graphics card and 320GB of memory. The model was developed in Python 3, and was built and trained by employing the PyTorch 1.13 deep learning framework.

Map Tessellation and Resolutions. For tessellating a map, we utilized the H3 geo-indexing system\textsuperscript{5}, which efficiently partitions the world into hexagonal cells of varying resolutions. Table 4.1 presents the size properties of each regular hexagon for the different resolutions considered; we specifically report hexagon’s edge length (in km) and surface area (in km$^2$).

Training Parameters. We train our model using the AdamW optimizer, with an initial learning rate of $5 \times 10^{-3}$, learning decay until reaching $5 \times 10^{-7}$, batch size of 64, and a dropout ratio of 0.1.

6.3 Datasets

In the experiments, we employ higher-order mobility flow data representations of three popular real-world trajectory datasets. We briefly describe the semantics of each dataset (prefixed by “Ho-” to indicated higher-order) and their statistics are shown in Table 4.2 Chapter 4.

**Ho-Porto** [85] consists of recorded mobility traces of taxis operating in Porto, Portugal. **Ho-Rome** [86] consists of recorded mobility traces of taxis operating in Rome, Italy.

\textsuperscript{5}https://h3geo.org/
6.4 BASELINE METHODS

**Ho-Geolife** [87, 88, 89] consists of recorded mobility traces of individuals, covering a total distance of \(\sim\)1.2 million Km.

After transforming each dataset to higher-order mobility flow, we split the timely ordered trajectory data set into `training`, `validation`, and `test` sets with a 70\%, 10\%, and 20\% ratio, respectively.

### 6.4 Baseline Methods

Although datasets presented in this thesis are commonly used throughout trajectory prediction literature, subsequent modifications in various research papers have made it challenging to compare results across different studies. One prominent issue stems from the inclusion of additional metadata in different papers, which was not originally present in the original dataset, such as incorporating point-of-interests (POI) [94] or adding weather data [95], thereby providing certain models with an advantage over others, irrespective of their architecture or training design. Furthermore, variations in the preprocessing pipelines employed by different research teams have resulted in significant disparities in the data generated. This may include the exclusion of trajectories with GPS measurement errors [96, 95] or outliers [97, 95] that form the most challenging trajectories to predict. In order to assess the performance of our model, we have selected five models from existing literature that do not depend on additional meta information to serve as baselines. Each model represents a different approach to trajectory prediction.

**MC** [98]: A Markov Chain (MC) is a commonly used model for sequence prediction. It considers each location as a state and makes predictions based on a transition matrix between these states.

**LSTM** [99]: Long Short-Term Memory (LSTM) is a type of a recurrent neural network (RNN) designed to capture long-term sequential dependencies, a crucial aspect in mobility
prediction tasks.

**LSTM-ATTN** [100]: LSTM with attention is a variant of LSTM, which integrates an attention mechanism that allows the model to focus on specific parts of the sequence when making predictions.

**GRU** [101]: Gated Recurrent Units (GRU) is a variant of RNN, which was designed to address the vanishing gradient problem of RNNs. Similar to LSTM, it can be applied to sequence prediction tasks.

**DeepMove** [13]: DeepMove is a state-of-the-art method that combines a multi-modal recurrent network along with a historical attention mechanism to capture both spatial and temporal dependencies.

To ensure a fair comparison, we adopt the optimal parameter configurations as outlined in the original papers for all baseline methods.

### 6.5 Evaluation Metrics

To evaluate the performance of our model against the baselines, we consider the following well-established metrics for evaluating sequence prediction tasks of trained language models.

**Accuracy@n** [↑]. This metric measures the proportion of true samples that are included in the predictions. Formally:

$$\text{Accuracy@n} = \frac{|\{s | s \in P, \text{true}(s) \in \text{Top}_n(s)\}|}{|P|}$$  \hspace{1cm} (6.1)

where $N$ is the number of $N$ most probable sequences from the beam search, and each sequence is associated with a probability. $|P|$ denotes the total number of trajectories in the testing dataset. In other words, it is the length of the testing dataset. $\text{true}(s)$ is the true label for a prediction sequence $s$, and $\text{Top}_n(s)$ includes the $n$ most probable predictions.
for $s$, which which is analogous to the concept of Accuracy@n. Note that for each trajectory in the testing dataset, we consider the prediction correct and assign a score of 1 to that trajectory only if the ground truth sequence appears exactly in the Top$_n(s)$. If not, the trajectory receives a score of 0. To calculate the overall accuracy, we tally the 1s and 0s for all trajectories in the testing dataset and then average these scores over the total number of trajectories, denoted as $|P|$ which is defined earlier. In this study, we calculate accuracy at top 1, 3, and 5 (i.e., Accuracy@1, Accuracy@3, and Accuracy@5).

**BLEU score** [↑]. BLEU, or the Bilingual Evaluation Understudy, is a standard metric for sequence prediction tasks which measures the quality of predicted sequences by comparing them with the ground truth sequences. The BLEU score measures how many $n$-grams of the predicted sequence match with the $n$-grams in the actual sequence, adjusted by a *brevity penalty* for short predicted sequences. For precision $p_n$ and brevity penalty $BP$, the BLEU score is defined as follows:

$$\text{BLEU} = BP \cdot \exp \left( \sum_{n=1}^{N} w_n \log p_n \right)$$  \hspace{1cm} (6.2)

where $p_n$ is the ratio of number of $n$-gram matches to the total number of $n$-grams in the predicted sequence, $w_n$ are weights that sum to 1 ($\sum_{n=1}^{N} w_n = 1$), and $N$ is the maximum order of $n$-gram considered. The brevity penalty $BP$ is defined as follows:

$$BP = \begin{cases} 
1 & \text{if } c > r \\
\exp(1-r/c) & \text{if } c \leq r
\end{cases}$$  \hspace{1cm} (6.3)

where $c$ is the length of the predicted sequence and $r$ is the effective length of the ground truth sequence. In our experiments, following the common choice in the NLP literature, we consider $n$-grams up to 4-gram and uniform weight values.
6.6 Results and Discussion

(Q1) Model Accuracy Performance. We compare the performance of TRAJLEARN against the baseline methods employing different metrics and varying resolutions, over three real-world trajectory datasets. We fix the input trajectory length ($l = 10$) and prediction horizon ($k = 5$). Table 6.1 shows the numerical results, where for each metric, the bold and underlined numbers correspond to the best and second-best performing model, respectively. A few key observations can be made: (i) TRAJLEARN demonstrates a remarkable performance by consistently securing one of the top two positions, and frequently (in 32 out of 36 instances) outperforming all competitors, (ii) TRAJLEARN’s reported accuracy performance is getting better as the $N$ of the ACCURACY@N is increasing. This is due to the teacher forcing technique involved in the training stage (see 5.2), which provides supervision and corrects the prediction for any subsequent step, effectively allowing TrajLearn to learn.

Note that in specific scenarios, we encountered instances of Out of Memory (OOM) errors due to GPU memory being exhausted during the execution of our experiments. This is primarily attributed to the approach employed by current state-of-the-art methods in training their trajectory prediction models, where training data heavily relies on sparsely available Points of Interest (POI) check-in information. Upon aligning their methodology with our continuous path approach (hexagonal traversal), the volume of “check-ins” experiences a substantial surge, consequently leading to the occurrence of OOM errors. Although these OOM errors hindered the completion of certain experiments, their impact on the overall conclusions remains minimal, as the remaining results clearly depict the generalizability and practicality of our approach.

(Q2) Parameter Sensitivity Analysis. In this experiment, we investigate the influence of varying input trajectory length ($5 \leq l \leq 10$) and prediction length ($1 \leq k \leq 5$) on the accuracy performance of TRAJLEARN and different evaluation metrics (ACCURACY@1,
Accuracy@3, and Accuracy@5). Figure 6.1 presents the results, where the vertical axis represents the input trajectory length \( l \) and the horizontal axis represents the prediction horizon \( k \). A few key observations can be made: (i) the longest the history provided as input \( l \), the higher the prediction accuracy, (ii) the shortest the prediction horizon \( k \), the higher the accuracy prediction. These trends are logical, as predicting a far horizon with limited information as input becomes increasingly challenging. Similar to (Q1) the results are getting better as the \( N \) of the Accuracy@\( N \) is increasing.

(Q3) Map Resolution Analysis. In this experiment, we investigate the impact of a map’s resolution to TrajLearn’s accuracy performance. Recall that a lower (higher) resolution means larger (smaller) hexagons. Depending on how the data is collected (e.g., vehicles, or individuals) and the specific domain application, the different resolutions offer a trade-off between computational efficiency and accuracy. For illustration purposes, Figure 6.2 presents the results for varying resolutions, on the Ho-Porto dataset. A few observations can be made: (i) the smaller the resolution, the slower the rate with which the accuracy decreases, as the prediction horizon increases, (ii) the smaller the resolution, the slower the rate with which the accuracy decreases, as the distance travelled increases.

(Q4) Ablation Study. In this experiment, we study the impact of certain components of our trajectory prediction model. We selectively remove the beam search module and constraint mechanism and report the accuracy performance change. The results are provided in Table 6.2. In addition, we assessed the performance of TrajLearn through a hyperparameter analysis to gauge the impact of various parameters: embedding dimension, number of encoder layers, and number of attention heads. These tests were carried out using the GeoLife@7 dataset. The findings are illustrated in Figure 6.3. From our observations, TrajLearn’s performance generally benefits from an increase in the number of layers, as it allows for a more comprehensive processing of dependencies. Likewise, enhancing the number of attention
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Figure 6.1: TrajLearn accuracy performance for varying input trajectory length \( l \) (vertical) & prediction horizon \( k \) (horizontal).

heads results in a better outcome. Additionally, boosting the embedding dimension enhances performance up to a certain threshold, likely due to the constrained input length.
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Figure 6.2: TRAJLEARN accuracy performance for varying resolutions (7: star, 8: circle, 9: triangle) on the HO-PORTO dataset. We report accuracy over prediction horizon $k$ (top), and over the distance traveled since the last trajectory point (bottom).
Figure 6.3: \textbf{Accuracy@1} results over Ho-Geolife@7 for varying embedding vector size (top), number of attention heads (middle), and number of Transformer layers (bottom).
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Resolution 7</th>
<th>Resolution 8</th>
<th>Resolution 9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Acc@1</td>
<td>Acc@3</td>
<td>Acc@5</td>
</tr>
<tr>
<td>Ho-Porto</td>
<td>MC</td>
<td>0.3284</td>
<td>0.4586</td>
<td>0.4908</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>0.5970</td>
<td>0.6318</td>
<td>0.6400</td>
</tr>
<tr>
<td></td>
<td>LSTM-ATTN</td>
<td>0.1113</td>
<td>0.1923</td>
<td>0.2065</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>0.5532</td>
<td>0.5877</td>
<td>0.5957</td>
</tr>
<tr>
<td></td>
<td>DeepMove</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>Ho-Rome</td>
<td>TrajLearn (ours)</td>
<td>0.6917</td>
<td>0.8066</td>
<td>0.8490</td>
</tr>
<tr>
<td></td>
<td>Improvement (%)</td>
<td>15.86%</td>
<td>27.65%</td>
<td>32.64%</td>
</tr>
<tr>
<td>Ho-GeoLife</td>
<td>MC</td>
<td>0.2088</td>
<td>0.3982</td>
<td>0.4690</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>0.2820</td>
<td>0.3138</td>
<td>0.3227</td>
</tr>
<tr>
<td></td>
<td>LSTM-ATTN</td>
<td>0.1079</td>
<td>0.1522</td>
<td>0.1850</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>0.2966</td>
<td>0.3298</td>
<td>0.3385</td>
</tr>
<tr>
<td></td>
<td>DeepMove</td>
<td>0.3406</td>
<td>0.4969</td>
<td>0.5703</td>
</tr>
<tr>
<td>Ho-GeoLife</td>
<td>TrajLearn (ours)</td>
<td>0.3746</td>
<td>0.4790</td>
<td>0.5167</td>
</tr>
<tr>
<td></td>
<td>Improvement (%)</td>
<td>9.98%</td>
<td>-4.61%</td>
<td>-10.81%</td>
</tr>
<tr>
<td>Ho-GeoLife</td>
<td>MC</td>
<td>0.2153</td>
<td>0.4917</td>
<td>0.6050</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>0.5900</td>
<td>0.6086</td>
<td>0.6114</td>
</tr>
<tr>
<td></td>
<td>LSTM-ATTN</td>
<td>0.4944</td>
<td>0.5559</td>
<td>0.5621</td>
</tr>
<tr>
<td></td>
<td>GRU</td>
<td>0.6229</td>
<td>0.6435</td>
<td>0.6465</td>
</tr>
<tr>
<td></td>
<td>DeepMove</td>
<td>0.5295</td>
<td>0.6742</td>
<td>0.7370</td>
</tr>
<tr>
<td>Ho-GeoLife</td>
<td>TrajLearn (ours)</td>
<td>0.7481</td>
<td>0.8247</td>
<td>0.8635</td>
</tr>
<tr>
<td></td>
<td>Improvement (%)</td>
<td>20.10%</td>
<td>22.32%</td>
<td>17.16%</td>
</tr>
</tbody>
</table>

Table 6.1: TrajLearn accuracy performance against five baselines, for varying evaluation metric and resolution, over three benchmark datasets. We fix input length $l = 10$ & prediction horizon $k = 5$. The bold/underlined numbers indicate the best/second best method, respectively. Improvement (%) reports the relative improvement of our model over the strongest baseline.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy@1</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho-Porto@7</td>
<td>0.6844</td>
<td>-1.07%</td>
</tr>
<tr>
<td>Ho-Porto@8</td>
<td>0.4992</td>
<td>-2.86%</td>
</tr>
<tr>
<td>Ho-Porto@9</td>
<td>0.5672</td>
<td>-1.76%</td>
</tr>
</tbody>
</table>

Table 6.2: Impact of removing the beam search on accuracy.
Chapter 7

Conclusion

7.1 Summary and Contributions

We focused on the problem of trajectory prediction and proposed \textsc{TrajLearn}, a trajectory deep generative model that has shown remarkable results in predicting the future path of a trajectory. Our model’s Transformer-based architecture is inspired by the GPT-2 model. We trained our model from scratch on large-scale higher-order mobility flow data sets that effectively represent trajectories as sequences of hexagons on a hex-tessellated map. \textsc{TrajLearn} incorporates a training data pipeline that converts GPS coordinates into higher-order mobility flow trajectories, leading to a notable data simplification. Representing trajectories as sequences of blocks enabled us to preserve crucial spatial and temporal information while reducing data complexity. As a result, the prediction process became more manageable and efficient, thanks to the advantages of reduced complexity. In addition, \textsc{TrajLearn} incorporates a sophisticated module for capturing dependencies within sequences of blocks representing trajectories. Together with the devised beam search with constraints algorithm, this module demonstrated effectiveness in handling trajectory-specific sequential data. The results of extensive experiments over three real-world data sets demonstrated the effectiveness
of the proposed model. TRAJLEARN consistently outperformed several strong baselines, for varying settings and parameters. We believe our proposed approach and model for trajectory prediction can have broad and useful applications.

7.2 Applications

Trajectory prediction has a wide range of applications across various fields, significantly impacting society, technology, and industry. Here’s an overview of some key applications:

- **Navigation and Route Optimization**: Trajectory prediction is crucial for real-time navigation systems in vehicles and mobile applications. It helps in predicting traffic conditions and suggesting optimal routes, thereby reducing travel time and improving fuel efficiency.

- **Geospatial Analysis in Urban Planning**: Urban planners use GPS trajectory data and trajectory prediction to understand traffic patterns, pedestrian movements, and public transportation usage, which aids in urban design and infrastructure development.

- **Location-Based Services and Recommendations**: For businesses offering location-based services, trajectory prediction can provide personalized recommendations to users, like suggesting nearby restaurants, events, or retail offers based on their movement patterns.

- **Research in Human Mobility and Social Sciences**: Researchers analyze GPS trajectory data to study human mobility patterns, social behavior, and the interaction between humans and their environment, contributing to various fields like sociology, geography, and epidemiology.

These applications demonstrate the versatility and significance of trajectory prediction in various domains, contributing to advancements in technology, safety, and efficiency.
7.3 Broader Impact

Addressing the trajectory prediction problem has a broad and multifaceted impact across various sectors and aspects of society. Here are some of the key impacts:

- **Enhanced Safety**: In fields like autonomous driving, aviation, and maritime navigation, accurate trajectory prediction significantly improves safety by reducing the risk of collisions and accidents. This has a direct impact on saving lives and preventing injuries.

- **Improved Efficiency and Resource Management**: In logistics, supply chain management, and urban planning, better trajectory prediction leads to optimized routes and schedules, reducing fuel consumption, lowering emissions, and enhancing overall efficiency.

- **Enhanced Public Services**: In public transportation and urban planning, better trajectory prediction can lead to more efficient public transport systems, less traffic congestion, and improved urban living conditions.

In summary, addressing the trajectory prediction problem not only provides immediate practical benefits in specific industries but also contributes to broader societal goals such as safety, sustainability, economic growth, and technological advancement.

7.4 Future Work

Several paths are available for further investigation in this field, which we will briefly outline in the following discussion.
7.4.1 Extension of Current Model

For future work of this research, two potential directions can be pursued with regard to the current model. First, exploring other Large Language Models (LLMs) such as BERT, PaLM and LLaMA could offer diverse architectural strengths, possibly enhancing the model’s ability to understand and predict complex trajectory patterns. Different LLMs bring unique capabilities in processing sequential data, which might yield improved accuracy in trajectory forecasting. Secondly, instead of leveraging deep generative models, other methods such as flow normalization can be explored for hexagonal trajectory prediction task. This approach, known for its efficiency in modeling complex distributions, could potentially capture intricate patterns in hexagonal sequences of moving objects, leading to precise and reliable trajectory predictions. Both these directions not only promise to increase the model’s performance but also pave the way for groundbreaking advancements in trajectory prediction.

7.4.2 Mixed Resolution on Map Tessellation

In this thesis, we tessellate the map into uniform hexagons. In other word, each hexagon in these tessellated maps is of the same size. For future work, one potential direction is to vary the hexagon sizes in tessellation based on trajectory density. In areas with denser trajectories, smaller hexagons (higher resolution) could be used to reveal more detail. Conversely, in less frequented areas, larger hexagons (smaller resolution) could be employed. This approach could accelerate the training process by reducing the number of hexagons to process, and it also aligns more closely with real-world scenarios, making it a more practical solution.

7.4.3 Interaction Prediction in Mobility Networks

Given trajectories where multiple objects are continuously moving in the same space, they can be found in close proximity to each other and interact. All pair-wise interactions taking
place at a certain time $t$ form a proximity network. If we define a time period $[0, T]$, all proximity networks formed for each $t \in [0, T]$ form a mobility network. A mobility network represents patterns of interactions between objects. Mobility network analysis is of great importance in several downstream tasks including predicting the sequence of interactions between individuals, and predicting node importance in spatiotemporal networks. It is also the key to real-world applications such as understanding the spread of infectious diseases, and crowd behavior analysis, to name a few. However, analyzing mobility networks is a challenging problem due to the dynamicity of the networks, where interactions are formed and dissolved over time due to the changes of the physical proximity of the moving objects. One potential extension of the current work is to predict future interactions in a mobility network based on the accurate prediction of the mobility patterns of individual objects. Specifically, the result from trajectory prediction can be used to predict future pair-wise interactions of objects, and therefore future instances of the mobility network. This approach allows to leverage LLMs to address a challenging spatiotemporal graph problem.
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