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Affect detection in text has wide range of useful

applications.

What is affect detection?

An analysis of affects (sentiment, emotion, feeling, opinion) in Natural Language 
Processing (Strapparava and Mihalcea, 2006) ,(Munezero et al.,2014) which includes:

➢ Sentiment Analysis,

➢ Emotion Classification,

➢ Sarcasm Detection
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Therefore, bridging the gap between affect detection approaches

and recommendations can be beneficial to improve decision-making

systems such as recommendation systems.

Affect has been recognized as an essential factor that influences users’ behavior and recognized as

key factors in decision making.

Limited number of works considering affective 

information in recommendations and investigate whether:

Improving affect detection approaches 

Improve the performance of recommendations.



Sentiment Analysis

➢ Negation handling

➢ Words Context

Sarcasm Detection

➢ Deliberate ambiguity

➢ Opposite meaning 

words

Emotion Detection

➢ Absence of emotion 

bearing keyword 

➢ Words with multiple 

emotions
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The most relevant affect-based features for use in 
recommendation models.

Identify Extract Select

What type of affective 

information? 

(e.g. emotion, sentiment,..)

What affect detection 

approaches to use?

How to select and 

represent the extracted 

affective information?
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Problem 1: Can the use of affective information in text improve the performance of

recommendations? If yes, how and to what extent can affective features improve the

accuracy of recommendations?

Problem 2: What is the effect of integrating text pre-processing techniques earlier into

word embedding models, instead of later on in downstream tasks, on the accuracy of

affect detection? Which pre-processing techniques yield the most benefit in affective

tasks?

Problem 3: Will incorporating both affective and contextual features deeply into

text representations using a deep neural network architecture improve the performance of

affect detection?

Problem 4: Can improving the affect detection approaches in text and enriching

word representation learning improve the performance of affect-aware

recommendations?



Customized Pre-processing for Word Representation Learning in Affective Tasks 
(TAC’ 2020), under review

A Comprehensive Analysis of Pre-processing for Word Representation Learning in  Affective Tasks

(ACL’ 2020)

Leveraging Emotion Features in Social Media Recommendations
(INRA & RecSys’ 2019)
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Affective and Contextual Embedding for Affect Detection 
(COLING’ 2020)

Affective and Contextual Embedding Model for Feature Representation Learning in 

Affect-Aware Recommendation
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Leveraging Emotion Features in Social Media 

Recommendations

(INRA & RecSys 2019)
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Motivation

Emotions expressed in articles read by two different users

(User 1) (User 2)
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Research Questions

The goal is to investigate whether, how and to what

extent emotion features can improve the accuracy of

recommendations.
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Challenges

How to generate a number 

of emotion features 

attributed to both user and 

items?

How to incorporate the 

emotional features to 

recommendation 

algorithms?

Which recommendation 

algorithm to choose to 

build the model?
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Contributions

❖ Identify, extract and select the most relevant emotion-based features for use in recommendation models;

❖ State-of-the-art models for generating recommendations that incorporate the additional emotion features;

❖ EMOREC, an emotion-aware recommendation model;

❖ Experimental evaluation on real datasets coming from diverse domains (news and music).



13
Introduction

Customized Pre-

processing in Affective 

Tasks Model

Leveraging Emotions 

in RS Model

Pre-processing in 

Affective Tasks Model
Affective & Contextual 

Embedding Model
Affect-Aware RS

Model
Conclusion

Proposed Framework
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Proposed Models

Model 1 (Boost Model)

We train two state-of-the-art GBDT models, 
namely, XGBoost and Catboost. 

The final model output: 
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Proposed Models

Model 2 (Deep Neural Network (DNN))

sigmoid& softmax
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Proposed Models

Model 3 (Deep Matrix Factorization (Deep MF))

sigmoid& softmax
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Results

Comparing Recommendation Models with and without Emotion Features

Results of our Models on Music Dataset (F-score)Results of our Models on News Dataset (F-score)
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Results

Comparison with Other Baselines

Comparison of EMOREC with State-of-the-art Baselines on

News Dataset (F-score)

Comparison of EMOREC with State-of-the-art Baselines on

Music Dataset (F-score)
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Results

Effect of Top Three Emotion Features 

(Plutchik emotions, User emotions across categories, and 

User emotions across items) on State-of-the-art Models
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A Comprehensive Analysis of Pre-processing 

for Word Representation Learning in

Affective Tasks

(ACL 2020)
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Word Embedding in Affective Tasks

Previous models of affect analysis employed pre-trained word embeddings 

(Turian et al., 2010, Joshi et al., 2016):

➢ Fine-tune (Devlin et al.,2018)

➢ Retrofitting (Faruqui et al., 2014)

➢ Generating affective word embeddings (Felbo et al.,2017)

➢ Pre-processing (Danisman andAlpkocak, 2008; Patil and Patil, 2013)
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Motivation (Previous Workflow)

training corpus classification model

(e.g., LSTM, CNN, ..)

word embedding representationword embedding model

(e.g., positive, negative, happy, ..)(e.g.,Skip-gram, CBOW, BERT)

preprocessing
classification dataset

prediction

Text Preprocessing was done on

• downstream classification datasets

• not the embedding-training corpus

Stemming

Stop-words
Negation

Spell Check

Punctuation

POS-Tag
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Research Questions

Stemming?

Stop-words?
Negation?

Spell Check?

Punctuation?

POS-Tag?

What would be the impact of pre-processing

on embedding-training phase?
(Q1)

Which pre-processing yields the most benefit?(Q2)

Which affective task benefits the most?(Q3)
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Contributions

❖ The role of pre-processing techniques in affective tasks including sentiment analysis, 

emotion classification and sarcasm detection;

❖ The accuracy performance of word vector models when pre-processing is applied at the 

embedding-training phase (training corpora) and/or at the downstream task phase 

(classification dataset); 

❖ The performance of our best pre-processed word vector model against state-of-the-art

pre-trained word embedding models;

❖ Source Code at:  https://github.com/NastaranBa/preprocessing-for-word-representation.
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Proposed Framework

(a) Pre: Applying at Embedding-training Phase

Applying text preprocessing in different stages in affective systems

training corpus classification model

(e.g., LSTM, CNN, ..)

word embedding representationword embedding model

(e.g., positive, negative, happy, ..)(e.g.,Skip-gram, CBOW,BERT)

(a) Pre

preprocessing

classification dataset preprocessing

(b) Post

prediction

(b) Post: Applying at Downstream Task
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Pre-processing Factors

POS-Tag: nouns, verbs, adjectives and adverbs

Daniel always talks loud in the classroom

Stop-words Removal:

Nick likes to play football, he is a good player

Stemming:

He waits/waited/is waiting at the bus stop

He wait at the bus stop

Punctuation Removal:

Dear Sam  do you really  Love   me

Spell checking Correction:

Typing langage when you meant language

Negation Handler:

This act is not legal

This act is illegal
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Experiments

Nine Classification Datasets

Classification Setup with LSTM:

i) Binary-Cross entropy (Sigmoid)

ii) Categorical-Cross entropy (Softmax)

Training Corpora: News, Wikipedia

Word Embedding Models:

i) Word2Vec (CBOW)

ii) Word2Vec (Skip-gram)

iii) BERT (Feature-based)

(All three models are trained from scratch)
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Results

CBOW and Skip-gram on News training corpus 
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Results

Different models on Wikipedia training corpus 
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Results

The effect of pre-processing word embeddings training corpus vs. 

pre-processing classification datasets
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Comparing against state-of-the-art word embeddings
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Customized Pre-processing for Word 

Representation Learning in Affective Tasks

(TAC 2020), under review
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Motivation

Stop-words Removal/ Stemming

Training Word Embedding Stage

(upstream)
Classification Dataset

(Downstream)
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Research Questions

What pre-processing combination(s) is (are) 

best suited for each affective task?
(Q1)

Which combination of pre-processing techniques is more suitable when

they applied on Downstream tasks and which for embedding-training phase?

(Q2)

Customized pre-processing or General pre-processing of word embeddings 

and downstream tasks are more beneficial?

(Q3)
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Contributions

❖ The role of customized pre-processing for word representation learning for each affective tasks.

❖ Their major effects on the performance when they applied in different stages of word embedding in 

affective analysis.

❖ A comparative study of the accuracy performance of general pre-processing against  customized 

pre-processing
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Previous Framework Vs Proposed Framework

Pre: At Embedding-training Phase      Post: At Downstream Task

Stemming?

Stop-words?

Negation?
Spell Check?

Punctuation?

POS-Tag?

Pre: At Embedding-training Phase

Stemming?

Lemmatization?

Negation?
Spell Check?

Emojis?

POS-Tag?

Stemming?

Keep Stop-words?

Negation?
Spell Check?

Keep Punctuation?

POS-Tag?

Post: At Downstream Task
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Customized Pre-processing in Affective Tasks



Keeping Punctuation

Keeping stop words

Spell checking Correction:

Typing langage when you meant language

Negation Handler:

This act is not legal

This act is illegal
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Customized Pre-processing Training Corpora

POS-Tag: nouns, verbs, adjectives, adverbs and 
interjections.

Wow, Daniel always talks loud in the classroom

Emoticons (Emojis): Convert graphical 
emoticons into text. 

happy face



Sentiment Analysis:

Negation Handling

POS-Tag

Remove Punctuation

Spell Correction

Customized Stop-Words

Stemming
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Customized Pre-processing Classification 
Dataset

Sarcasm Detection:

Negation Handling

POS-Tag

Keep Punctuation

Spell Correction

Keeping Stop-Words

Stemming

Lemmatization

Emojis

Emotion Detection:

Negation Handling

POS-Tag

Keep Punctuation

Spell Correction

Keeping Stop-Words

Stemming

Lemmatization

Emojis
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Experiments

Classification Setup with LSTM:

i) Binary-Cross entropy (Sigmoid)

ii) Categorical-Cross entropy (Softmax)

Word Embedding Models:

i) FastText (CBOW)

ii) FastText (Skip-gram)

iii) GloVe

iv) ELMo

(All four models are trained from scratch)
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Results

Effects of General Combination of Pre-processing Factors (F-score)
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Effects of General Combination of Pre-processing Factors (F-score)
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Results

Evaluating the Effect of  General Pre-processing Word Embeddings Training 

Corpus vs. General Pre-processing Evaluation Datasets (F-score)
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Affective and Contextual Embedding for Affect 

Detection

(COLING 2020)
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How to Detect Affect in Text?

Early Attempts:

Extracting a set of positive verbs and negative/undesirable situations:

“I love [positive verb] the pain of breakup [negative situation]"

What if?

When there are no sentiment words in a sentence:

“Is it time for your medication or mine?” 

Affect can be manifested through body language such as facial expressions and gestures.

Looking for specific words or sets of specific alternative words…
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Word Embeddings for Affect Detection

Traditional Word Embedding Models:

Word2vec (Mikolov et al., 2013b) and GloVe (Pennington et al., 2014):

➢ The Distributional Hypothesis is that words that occur in the same contexts tend to have similar 
meanings.

Advanced Word Embedding Models:

BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019) and XLNet (Yang et al., 2019) :

➢ These embeddings are generally obtained from the Transformer-Based models, which assign each 
word a representation based on its context.
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Motivation

These transformer-based models do not incorporate
any affect-specific features or task-specific
knowledge during the embedding-training phase of
the model.
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Research Questions

Given as input a text passage, the model predicts whether:

It’s Sarcastic or not?

It’s Positive or 

Negative?

It’s happy, sad, 

fear…?

How to incorporate affective and contextual features along with task-

specific knowledge during the training phase?
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Contributions

❖ Two novel deep neural network language models (ACE 1 and ACE 2) incorporating both affective and

contextual embeddings.

❖ A novel model that learns the affective representation of a document, using a Bi-LSTM architecture

with Multi-Head Attention.

❖ Evaluate the effectiveness of each alternative architecture.

❖ Investigating the performance of affective tasks, such as sarcasm detection, emotion detection and

sentiment analysis.

❖ Evaluation of the performance of the proposed models against the current state-of-the-art models .

❖ A comparative study of the accuracy performance of previous BERT model using pre-processing for 

affective tasks with the current proposed models.

❖ Source Code: https://github.com/NastaranBa/ACE-for-Sarcasm-Detection
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Proposed Model ACE 1 & ACE 2

Model ACE 1

Model ACE 2
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Affective Feature Embedding (AFE)

(i) Affective Feature Vector Representation

➢ EAISe: Emotion Affective Intensity 
with Sentiment Feature 

➢ EMoSi: Emotion Similarity Feature 

(ii) Bi-LSTM Layer: to capture/encode the 
affect-changing information of the sentence 
sequence from both left and right directions. 

(iii) Multi-head Attention Layer: a specific part  
of a document could play a more important role. 
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Contextual Feature Embedding (CFE) ACE 1

(i) Training BERT

(iii) Fine-tuning BERT Models

(ii) Training Affective BERT 
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Contextual Feature Embedding (CFE) ACE 2

(i) Pre-trained Embeddings

(ii) Obtaining Sentence Embeddings  Using 

SBERT (Sentence Transformer) 

(iii) Combining the Two Components
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Results

Comparing Variations of Model ACE 1 (F-Score) Comparing Variations of Model ACE 2 (F-Score)
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Comparing our models against state-of-the-art models (Only Contextual with 
Fine-Tune)



63
Introduction

Customized Pre-

processing in Affective 

Tasks Model

Leveraging Emotions 

in RS Model

Pre-processing in 

Affective Tasks Model
Affective & Contextual 

Embedding Model
Affect-Aware RS

Model
Conclusion

Results

Comparing our models against state-of-the-art models (Only Contextual 
with Pre-trained without Fine-Tune).
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Results

Evaluating the Performance of Proposed Models on Other Affective Tasks

F1-score results of model ACE 2 with different 
settings on other affective tasks

F1-score results of model ACE 1 with different 
settings on other affective tasks
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F-score Results of comparing ACE 1 and ACE 2 against the customized 

pre-processing model.
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Affective and Contextual Embedding Model for 

Feature Representation Learning in 

Affect-Aware Recommendation
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Motivation

Recommendations

User 

Behavior

Decision 

Making

Affect

➢ Limited number of works…

➢ Fail to investigate…
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Research Questions

Which affect detection approaches is more 

beneficial to extract affective information for 

RS?

(Q1)

Whether improving the affect detection 

approaches will improve the RS?
(Q3)

How to incorporate the affective information 

into the recommendation algorithm?
(Q2)
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Contributions

❖ An affect-aware recommendation model (AARec) describing the application of our affect

detection models in a non-affective framework of RS.

❖ A comparative study measuring the performance of EmoRec against Affect-Aware 

Recommendation AARec
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Affective and Contextual Feature Representation 
in Recommendation Models

➢ Each input document is first chunked into

sentences.

➢ Given an input sentence, we first use the pre-

trained BERT model that was trained with

ACE 1 to obtain the token embeddings, which

are then passed to SBERT from ACE 2.

➢ SBERT computes a sentence embedding

using the MEAN-strategy for the pooling

operation to compute a sentence embedding.

➢ We concatenate the embeddings of all the

sentences in the document to form a

document representation of each item that

was accessed by a user.

Experiments Variations

Mode 1 ACE 1 + ACE 2 (No Affect)

Mode 2 ACE 1 + ACE 2 (Affect in embedding 

training phase)

Mode 3 ACE 1 + ACE 2 (Affect in embedding 

training phase + Concatenation)

Mode 4 c-pre + ACE 1 + ACE 2 (Customized 

pre-processing + Affect in embedding 

training phase + Concatenation)
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Affect-Aware Recommendation Model (AARec)

Sequential Recommender System based on Hierarchical Attention Network (SHAN)

Adopted from Ying et. al (2018)
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Results

Evaluating the Effects of Proposed Affect Detection Methods 

in Recommendation Algorithms

Music Dataset News Dataset
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Conclusion/Future Work

❖ We took the first steps towards bridging the gap between needs in affect detection

approaches and benefits of affective information in recommendation models.

➢ Leveraging emotion feature in RS

➢ General pre-processing model in affective tasks

➢ Customized pre-processing model in affective tasks

➢ Affective and contextual embedding model

➢ Affect-Aware RS

❖ Future Works

➢ Recommendation with Affective Information Through Other Cues

➢ Negation Scope and Negation Handling

➢ Multilingual Model

➢ Learning of Affective Representations Through Graphs

➢ Integrating the Proposed Models into One System
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