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Abstract

Automatic sarcasm detection from text is an important classification task that can help identify
the actual sentiment in user-generated data, such as reviews or tweets. Despite its usefulness,
sarcasm detection remains a challenging task, due to a lack of any vocal intonation or facial
gestures in textual data. To date, most of the approaches to addressing the problem have relied on
hand-crafted affect features, or pre-trained models of non-contextual word embeddings, such as
Word2vec. However, these models inherit limitations that render them inadequate for the task of
sarcasm detection. In this paper, we propose two novel deep neural network models for sarcasm
detection, namely ACE 1 and ACE 2. Given as input a text passage, the models predict whether it
is sarcastic (or not). Our models extend the architecture of BERT by incorporating both affective
and contextual features. To the best of our knowledge, this is the first attempt to directly alter
BERT’s architecture and train it from scratch to build a sarcasm classifier. Extensive experiments
on different datasets demonstrate that the proposed models outperform state-of-the-art models for
sarcasm detection with significant margins.

1 Introduction

Sarcasm is the use of language in which one conveys implicit information/intention with the opposite
meaning of what is said or written. Due to this deliberate ambiguity, sarcasm detection is a challenging
task, especially in written expressions where body gestures, tone of voice, and facial expression are not
known (Shivhare and Saritha, 2014; Joshi et al., 2015). Sarcasm detection has attracted growing interest
over the past decade as it draws a more accurate picture of users’ intention on social media (Carvalho et
al., 2009), and facilitates accurate sentiment analysis in online comments and reviews (Forslid and Wikén,
2015). It also has useful applications in areas such as healthcare (Channon et al., 2005), hate speech
detection (Mozafari et al., 2019; Djuric et al., 2015), disaster management (Forslid and Wikén, 2015).

Early attempts of sarcasm detection from text mainly relied on extracting a set of positive verbs and
negative/undesirable situations (e.g. “I love [positive verb] the pain of breakup [negative situation]”)
(Riloff et al., 2013; González-Ibáñez et al., 2011). Alternatively, one may use lexical features (e.g., capital
letters, and excessive usage of exclamatory marks) (Lunando and Purwarianti, 2013) in sarcasm detection.
Recently, psychological studies have showed a strong relationship between affect/sentiment features (e.g.,
sadness, happiness) and sarcasm (Huang et al., 2015; Pickering et al., 2018). However, relying only
on affect/sentiment features for sarcasm detection may not be effective, especially when there are no
sentiment words in a sentence (Joshi et al., 2016; Riloff et al., 2013). For instance, in the sentence “Is it
time for your medication or mine?”, the speaker’s intention is to mock the person addressed, but there
aren’t any sentiment words used.

Later attempts for sarcasm detection mostly relied on language models that are based on continuous
representation or embeddings of words, such as Word2vec (Mikolov et al., 2013b) and GloVe (Pennington
et al., 2014). Use of these general models can eliminate the need for feature engineering or dependence
on large emotion labeled datasets. However, due to the mechanism with which word vectors are learned
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and embedded to a space, these models have been shown to be inadequate for affective tasks (Amir et
al., 2016). For instance, two dissimilar words like “good” and “bad”, which often occur in a similar
context, will be embedded closer to each other than the words “good” and “happy” that express similar
emotions. More recent advances in neural representation models, such as ELMo (Peters et al., 2018) and
BERT (Devlin et al., 2018) can overcome this limitation by taking into account both the context a word
appears in and its importance in that context, using a self-attention mechanism (Vaswani et al., 2017).
While these models have been applied successfully to a wide range of Natural Language Processing
(NLP) tasks, such as sentiment analysis (Sun et al., 2019) and word similarity computation (Zhang et al.,
2019b), they have not been fully exploited for the more challenging problem of sarcasm detection. A few
studies that proposed to use these models (Mozafari et al., 2019; Castro et al., 2019), utilize the already
pre-trained embeddings, which are not optimized for sarcasm detection, and their performance can be
further improved (Potamias et al., 2019; Ghosh et al., 2020).

In this paper, we propose two novel models for sarcasm detection based on Affective and Contextual
Embeddings, namely ACE 1 and ACE 2. Given as input a text passage (i.e., a sequence of sentences,
which we call a document in this paper for brevity), the models predict whether it is sarcastic. The
architecture of each model builds upon two components: a) affective feature embedding, and b) contextual
feature embedding. The former utilizes a Bi-LSTM with multi-head attention neural architecture (Vaswani
et al., 2017) to obtain representations of affective features of a document. The latter is achieved by a
BERT model. In ACE 1, the two components are combined by training a new BERT model from scratch
by adding affective feature embeddings into the input sequence of BERT so that task-specific embeddings
can be obtained. In ACE 2, the two components are combined in a fully connected layer with a softmax to
form a classifier that is trained with labeled sarcasm detection data. The main contributions of this work
are as follows:

• We present two novel deep neural network language models (ACE 1 and ACE 2) for sarcasm detection.
Each model extends the architecture of BERT by incorporating both affective and contextual features
of text to build a classifier that can determine whether a document is sarcastic or not. To the best
of our knowledge, this is the first attempt to directly alter BERT’s architecture and train it from the
ground-up (rather than using the already pre-trained BERT embeddings) for sarcasm detection.

• Integral to our proposed models is a novel model that learns the affective representation of a document,
using a Bi-LSTM architecture with multi-head attention. The resulting representation takes into
account the importance of the affect representations of the sentences in the document.

• We design and evaluate alternatives that materialize each of the two components (affective feature
embedding and contextual feature embedding) of the proposed deep neural network architecture
model. We systematically evaluate the effectiveness of each alternative architecture.

• We conduct an extensive evaluation of the performance of the proposed models (ACE 1 and ACE 2),
which demonstrates that they significantly outperform current state-of-the-art models for sarcasm
detection.

• We make source code and data publicly available to encourage result reproducibility and model
re-use1.

The paper is organized as follows. Section 2 presents the related work and Section 3 presents the
proposed models. Section 4 describes the evaluation and results. We conclude the paper in Section 5.

2 Related Work

In this section, we present an overview of the related work on sarcasm detection including models that use
affective features, contextual information, or a combination of the two. We also explain how our work
aims to bridge the gap among existing efforts. Due to space limitations, we only provide a short literature

1https://github.com/NastaranBa/ACE-for-Sarcasm-Detection



review here. For a more comprehensive coverage, we refer interested readers to the Supplementary
Material (Appendix A.1). Other important related work is also cited in context, throughout the manuscript.

Identifying sarcasm in text has evolved from simple lexical-based and syntactic pattern models (Tsur
et al., 2010; Davidov et al., 2010; González-Ibáñez et al., 2011) to complex models that consider
refined linguistic features, such as positive predicates, interjections, gestural cues (emoticons, quotation
marks, etc.) (Carvalho et al., 2011) or behavior modelling (Rajadesingan et al., 2015; Agrawal et al.,
2020). With the advent of deep learning, there has been a shift in how prediction models are designed
for sarcasm detection. Ghosh et al. (2017) proposed a conditional LSTM network (Hochreiter and
Schmidhuber, 1997) for detecting sarcasm in twitter using sentence-level attention mechanisms on
hashtags and (Hernández Farı́as et al., 2018) utilized a knowledge-based model of affective features based
on a wide range of lexical resources. While these models mostly relied on manually engineered affective
features, Zhang et al. (2019a) proposed two Bi-LSTM models to learn to identify sarcasm in tweets. A
drawback of many of these models is that they rely on self-contained content (e.g. twitter hashtags #) and
thus do not generalize well, i.e., when such content is not available, the model fails to detect sarcasm.

To address issues of lack of generalization and manual feature engineering, general word representation
learning models have been proposed, such as Word2vec (Mikolov et al., 2013b) and GloVe (Pennington
et al., 2014). These models learn embeddings of words that locate them close to one another in the
embedded space, if they share common contexts in the corpus. However, this means that even words
opposite in meaning to another (antonyms), such as happy and sad that often occur in similar contexts,
would be embedded close to each other. As a result, the use of general models can be inadequate for
affective tasks (Amir et al., 2016). More recently, transformer-based models such as BERT (Devlin et
al., 2018), RoBERTa (Liu et al., 2019) and XLNet (Yang et al., 2019) have been proposed to advance
the state of the art in many NLP tasks by combining word embeddings with context embedding by using
attention mechanisms in a bidirectional manner. Potamias et al. (2019) proposed RCNN-RoBERTa for
sarcasm detection in social media by leveraging the pre-trained embeddings from RoBERTa combined
with a recurrent convolutional neural network. Babanejad et al. (2020) investigated the impact of data
pre-processing on word representation learning for affective tasks. The main drawback of using advanced
pre-trained models is that they do not incorporate any affect-specific features during the training phase of
the model – therefore the accuracy of the model on affective tasks can be lessened.

More sophisticated approaches for sarcasm detection have tried to combine the best of the two worlds
by incorporating affective features with general embedding models during training. For example, Felbo
et al. (2017) proposed DeepMoji by training a Bi-LSTM model with emojis to learn representations of
emotional context, Poria et al. (2016) developed pre-trained sentiment, emotion and personality models
for identifying sarcastic text, and (Tay et al., 2018) utilized a multi-dimension intra-attention mechanism
to overcome limitations of sequential models and capture words’ incongruities for sarcasm detection.
Agrawal and An (2018) incorporated affective information into word representations by training a Bi-
LSTM using corpora with weak affect labels and used such representations for sarcasm detection. Another
important observation for the problem of sarcasm detection is that domain dataset is critical (Rakov and
Rosenberg, 2013). For instance, previous studies (Joshi et al., 2015; Zhang et al., 2014) have employed
datasets related to comedy to improve on the sarcasm detection task, a literary genre and a type of dramatic
work that is often satirical in its tone. Our research is mostly related to this line of work. In particular,
we advance the state of the art in sarcasm detection by combining recently proposed transformer-based
language models, such as BERT and SBERT, with affective-specific features that leverage domain data of
sarcasm-rich corpora.

3 Proposed Models for Sarcasm Detection

We propose two models, ACE 1 and ACE 2, for sarcasm detection, where each model takes a document
(i.e., a sequence of sentences) as input and predicts whether the document is sarcastic or not. Figure
1 and 2 depict the architecture of each model that builds upon two components: a) affective feature
embedding (AFE) (on the right), and b) contextual feature embedding (CFE) (on the left). The two models
are different in (1) the way the two components are combined and (2) the input to the affective feature



Figure 1: Overview of the proposed model ACE 1 Figure 2: Overview of the proposed model ACE 2

embedding component.

3.1 Affective Feature Embedding (AFE)

The architecture of the AFE component is the same for ACE 1 and ACE 2. The difference is that its input
in ACE 1 is an unlabeled training corpus in pre-training and a labeled sarcasm dataset during fine-tuning,
while in ACE 2, AFE only takes the labeled sarcasm detection dataset as the input. This component
includes three stages: (i) Affective Feature Vector Representation, (ii) Bi-LSTM and (iii) Multi-Head
Attention layers.

3.1.1 Affective Feature Vector Representation

In this stage, each input document is first chunked into sentences. Then, the affective features are extracted
using one of the following two approaches.

Emotion Affective Intensity with Sentiment Feature (EAISe): We use the NRC Emotion Intensity
Lexicon (Mohammad, 2017) to extract the emotion words in a sentence and give each such word 4
intensity scores, one for each of 4 basic emotions: anger, fear, sadness, joy. Each score ranges from
0 to 1, where “1” means that the word conveys the highest degree of the corresponding emotion, and
“0” means that the word is not associated with the emotion. Then, we add 2 more binary scores to
represent sentiment (positive, negative) of the word based on the NRC Emotion Lexicon (Mohammad
and Turney, 2013). To calculate the affective feature vector of a sentence, we first average the affective
feature vectors of the affect words in the sentence, then multiply (element-wise) it with a vector v′ that
contains the frequency of words in the sentence in each emotion or sentiment. For instance, assume that
we have 3 affect words in a sentence, and the affective feature vectors of 4 emotions and 2 sentiments
(anger, fear, sadness, joy, positive, negative) for these words are: wtragedy = (0, 0.73, 0.61, 0, 0, 1),
wthanksgiving = (0, 0, 0, 0.64, 1, 0), whappy = (0, 0, 0, 0.82, 1, 0). The element-wise multiplication of the
average of these 3 vectors (0, 0.24, 0.20, 0.48, 0.66, 0.33) and the frequency vector v′ = (0, 1, 1, 2, 2, 1)
is (0, 0.24, 0.20, 0.96, 1.32, 0.33).

Emotion Similarity Feature (EMoSi): In this approach, for each word in a sentence, we measure the
average semantic similarity score between the words in the sentence and all seed words (20 words) of
an emotion in the NRC Emotion Lexicon (Mohammad and Turney, 2013) that has 8 emotions (anger,
fear, anticipation, trust, surprise, sadness, joy, and disgust). The semantic similarity score is based on the
cosine similarity of pre-trained Word2vec vectors (Mikolov et al., 2013a; Babanejad et al., 2020) of the
corresponding words. For instance, in a sentence “I love jogging.”, we calculate the cosine similarity
between word “I” with a seed word “happy” in emotion ”joy”. We do this for all the seed words in each
emotion, resulting in an emotion intensity vector of 8 scores for each word in the sentence. By averaging
the vectors for all the words in the sentence, we obtain an affective feature representation of the sentence.

Given a document D with n sentences (x1, x2, · · · , xn), xi is converted into its affective vector
representation Si using one of the above two approaches. Thus, document D can be represented as
(S1, S2, .., Sn).



3.1.2 Bi-LSTM Layer
Given a document D = (S1, S2, .., Sn), we use a Bi-LSTM model (Graves and Schmidhuber, 2005)
to capture/encode the affect-changing information of the sentence sequence from both left and right
directions2. The result is a sequence of hidden state vectors ht for the sentence sequence. More precisely,
the bidirectional LSTM is a concatenation of the forward LSTM:

−→
h t =

−−−−→
LSTM(St,

−→
h t−1) and backward

LSTM:
←−
h t =

←−−−−
LSTM(St,

←−
h t+1) and the concatenation is ht = Concat(

−→
h t,
←−
h t). The sequence of

hidden state vectors ht (t = 1, 2, . . . n) forms a matrix and serves as the input for the next layer (Multi-head
Attention Layer).

3.1.3 Multi-head Attention Layer
In a given document, a specific part could play a more important role in detecting sarcasm (Kumar et
al., 2020). Therefore, we use a multiple heads attention mechanism (Vaswani et al., 2017) to capture
the importance of hidden affective feature vectors ht, which have already been learned by the Bi-LSTM
layer. This helps us capture long-distance dependencies and form a global representation of the sequence.
As shown in Figure1, the output vectors of Bi-LSTM layer (h1, h2, . . . hn) are combined to form a
matrix H = [h1, h2, ..hn] which serves as the input matrix for each attention head in the self-attention
mechanism. In particular, the three matrices Q(query), K(key), and V(value) are created by multiplying
H with the weight matrices (WQ,WK ,WV ) that are trained jointly in the self-attention mechanism
(Vaswani et al., 2017) as such: Q = H × WQ, K = H × WK , and V = H × W V . Then, this
mechanism calculates the context vectors for each self-attention head as Z = SDPA(Q,K, V ) =

softmax
(
QKT
√
dK

)
V . This is called Scaled Dot-Product Attention (SDPA) in (Vaswani et al., 2017) and

√
dK is a scaling factor where dK is the dimension of queries and keys. Assuming there are N heads,

we have N such sets of weight matrices and we compute the output for the i′th head as Z(headi) =

SDPA(QWQ
i ,KW i

K , V W V
i ). The Multi-Head Attention mechanism (MHA) runs through SDPA

multiple times in parallel and concatenates the resulting vectors of all the heads and multiply it by an
additional weight matrix WO that was trained jointly with the model as the final representation of the
document D as D′ =MHA(Q,K, V ) = Concat(Z1(head1), ..., Zn(headN )WO

3.2 Contextual Feature Embedding in ACE 1

We explain how our first model, ACE 1, incorporates the affective feature embedding discussed in Section
3.1 into the BERT model for sarcasm detection. The architecture of the ACE 1 is illustrated in Figure 1,
which includes three stages: i) Training BERT, ii) Training Affective BERT and iii) Fine-Tuning.

3.2.1 Training BERT
In this stage, we train a BERT model using the BERT-Large-uncased architecture with the same setting
for hyper-parameters as in (Devlin et al., 2018)3. The model is trained on an unlabeled text corpus over
two unsupervised tasks: i) Masked Language Model (MLM), in which, some of the tokens in the input
sequences are masked and the model is trained to predict these masked tokens, and ii) Next sentence
Prediction (NSP), where the model receives pairs of sentences as input and learns to predict if the second
sentence in a pair is the subsequent sentence of the first one in the training corpus. The two tasks are
trained together, with the goal of minimizing the combined loss function to generate the final embedding
vectors.

More specifically, the training corpus is tokenized with the WordPiece method (Wu et al., 2016))
and then input sequences are generated, where 50% are a pair in which the second sentence is the
subsequent sentence in the corpus, and the other 50% contains a random sentence from the corpus as
the second sentence. Each input sequence has a [CLS] token at the beginning and a [SEP] token at the
end of each sentence. The middle part of Figure 3 illustrates the BERT input representation. BERT has
three embedding layers: (i) Token Embedding: it transforms tokens into vector representations of fixed
dimension from the WordPiece token vocabulary (ii) Segment Embedding: it discerns between the first

2We use post-zero-padding , and using attention masking to distinguish the padding (Vaswani et al., 2017)
3More details on used parameters can be found in Appendix A.5 of supplementary file.



Figure 3: BERT Input Representation Vs Affective BERT Input Representation.

and second sequence to indicate whether the token belongs to the first or the second sentence in the
input sequence, and (iii) Position Embedding: it remembers the position of each token in a sequence.
These three embeddings are summed up (element-wise) and make up the input to the BERT bidirectional
transformer which is a multi-layer bidirectional transformer encoder (Devlin et al., 2018; Vaswani et al.,
2017).

3.2.2 Training Affective BERT with Affective Feature Embeddings
The purpose of this stage is to incorporate the affective features into the BERT model so that task-specific
embeddings can be obtained. As illustrated in Figure 1, we train a new model (called Affective BERT)
from scratch using BERT by adding affective feature embeddings obtained from the AFE component
into the input sequence of BERT. Again, we use the BERT-Large-uncased architecture. The unlabeled
training corpus is first tokenized using the WordPiece method. The difference between this BERT model
and the one trained in the first stage is in the input sequence. The bottom part of Figure 3 illustrates an
input sequence in this stage. An input sequence contains two subsequences. The first one (between [CLS]
and the first [SEP]) is a document (i.e., a sequence of tokens) and the second subsequence (purpule cells
between two [SEP] tokens) is the affective feature embedding of the document, which is the D′ vector
generated by the AFE component trained earlier using the training corpus. The BERT model is trained
using two tasks as usual: Masked Language Model (MLM) and Next Sentence Prediction (NSP). Since
our input sequence contains a document and its affective feature embedding, the NSP task is actually to
predict the affective features of a document.

Now, we have two contextual pre-trained embeddings for each token: A from the first stage (Training
BERT) and B from the second stage (Training Affective BERT), both with the same dimension. While
there are different ways to combine these two embeddings to achieve a meta-embedding (Kiela et al.,
2018; Coates and Bollegala, 2018; Peters et al., 2019), we combine these two contextual embeddings by a
simple concatenation to obtain the final embedding C = A⊕B for a token.

3.2.3 Fine-tuning BERT Models
In this stage, the two trained BERT models and the trained AFE component are further combined by
adding a fully-connected output layer with a softmax on top of the two BERT models. The [CLS] token
representations from the two BERT models are fed into the output layer. This whole ACE 1 model is then
fine-tuned with a labeled data set for sarcasm detection, in which all parameters are adjusted. After fine
tuning, the two BERT models can be used to perform sarcasm detection given a new document.

3.3 Contextual Feature Embedding in ACE 2

Figure 2 illustrates the architecture of our second model (i.e., ACE 2). This model also contains 2
components: a) affective feature embedding (AFE), which is the same as the one in ACE 1 except that
the input data are different, and b) contextual feature embedding (CFE), to be described in detail below.
The purpose of ACE 2 is to avoid the time-consuming embedding-training with very large corpora. For
this purpose, we use pre-trained BERT to obtain contextual embeddings, which is called the feature-
based approach to using BERT (Devlin et al., 2018). For this purpose, we train the AFE component
using the texts in the downstream task (i.e., sarcasm detection) dataset, which is much smaller than the
usual embedding-training corpus. Below we describe how the CFE component works and how the two
components are combined.



3.3.1 Pre-trained Embeddings

In this stage, we use pre-trained BERT contextual embeddings (e.g., the output of the first BERT model in
ACE 1, or any other pre-trained contextual embedding model) in the feature-based approach (Devlin et al.,
2018) to represent each input token/sentence generated from the hidden layers of the pre-trained model.

3.3.2 Obtaining Sentence Embeddings Using SBERT

The purpose of this stage is to obtain a sentence embedding given an input sentence. The most common
approaches to derive a sentence embedding from a pre-trained BERT model is to i) average the outputs
of the hidden layers or ii) using the output of the first special token [CLS] (May et al., 2019; Zhang et
al., 2019b; Zhao et al., 2019). However, it has been shown that these methods produce poor sentence
representations that are not semantically meaningful (Reimers and Gurevych, 2019; Wang and Kuo, 2020).
This is because no independent sentence embeddings are computed in the BERT model, which makes
it difficult to derive sentence embeddings from pre-trained BERT. Because of this, SBERT (a Sentence
Transformer) (Reimers and Gurevych, 2019) was proposed that uses a Siamese or triplet network structure
to derive a sentence embedding using a pooling operation by i) computing the mean of all output vectors
(MEAN-strategy), or ii) computing a max-over-time of the output vectors (MAX-strategy) from the output
of pre-trained BERT.

Given an input sentence, we first use the pre-trained BERT-large-uncased model to obtain the token
embeddings, which are then passed to SBERT. SBERT computes a sentence embedding using the MEAN-
strategy for the pooling operation to compute a sentence embedding, which is the default mode and was
also suggested in (Reimers and Gurevych, 2019) for classification tasks. For an input document, we
concatenate the embeddings of all the sentences in the document to form a document representation.

3.3.3 Combining the Two Components

In this stage, a fully connected layer with a softmax is added on top of the CFE and AFE components.
The input to the fully connected layer is the concatenation of the document embeddings from both CFE
and AFE models (that is, the contextual embedding of a document from CFE and its affective feature
embedding from AFE). The fully connected layer is trained as a classifier with the labeled dataset for
sarcasm detection.

4 Experimental Evaluation

4.1 Corpora for Training Embeddings

The original BERT-Large-uncased was trained on 2.5 billion Wikipedia and 800 million BookCorpus
words. Since BookCorpus is no longer publicly available, we used a news corpus along with Wikipedia to
train BERT from scratch. For simplicity, through the paper we called it Wiki4, in which the news corpus
consists of 142,546 articles from 15 American publications and Wikipedia consists of 23,046,187 articles
from Wikipedia.

To test our models with text of less formal writing styles and more sarcasm occurrences, we also
created another corpus and call it WikiSarc that contains Wiki and the following two datasets: IMSDB:
an Internet Movie Script Database5, for which a scraper was used to retrieve comedy movie transcripts,
resulting in 11.2 million movie transcripts, and Riloff: a dataset consisting of automatically extracted
tweets: 60k containing the sarcasm hashtag and 100k random tweets using the method from (Riloff et al.,
2013).

4.2 Sarcasm Detection Datasets

We evaluate our models on five labeled sarcasm detection datasets described in Table 1.

4News:https://www.kaggle.com/snapcrack/all-the-news,Wikipedia:https://www.kaggle.com/jkkphys/english-wikipedia-
articles-20170820-sqlite.

5IMSDB:https://www.imsdb.com/, Scraper:https://github.com/JoeKarlsson/movie-script-scraper
6https://github.com/rishabhmisra/News-Headlines-Dataset-For-Sarcasm-Detection



Dataset Genre # Sarcastic # Non-Sarcastic Total Max # of Sentences

Onion6 News Headlines 13,634 14,985 28,619 5
Reddit (Khodak et al., 2017) Reddit Forum 505,413 505,413 1,010,826 6
Pt′acek (Ptácek et al., 2014) Tweets 7,000 7,000 14,000 8
SemEval-2018 (Van Hee et al., 2018) Tweets 2,396 2,396 4,791 7
IAC (Oraby et al., 2016) Politic Debates 1630 1630 3,260 14

Table 1: Description of sarcasm detection datasets. More details can be found in Appendix A.2

4.3 Experimental Setup
Both ACE 1 and ACE 2 models use a softmax at the output layer and cross-entropy is used as the loss
function. The optimizer is Adam (Kingma and Ba, 2014). Parameter settings in the experiments are given
in Appendix A.5. All the evaluation datasets are split into training and testing sets with a 80/20 split.
The results on test data are reported in F1-score, defined as 2 p.r

p+r , where p and r are precision and recall,
respectively.

4.4 Results and Analysis
4.4.1 Comparing Variations of ACE 1 and ACE 2
In this section, we compare ACE 1 and ACE 2 to see which way of fusing the CFE and AFE components is
more effective, investigate the performance of the models with and without considering affective features,
and also investigate which training corpus (Wiki or WikiSarc) is more effective to train embeddings
for sarcasm detection. Table 2 shows the results of ACE 1 and ACE 2 on the 5 sarcasm datasets for
different combinations of embedding-training corpus and affective feature representation methods. For
example, in ACE 1 (Wiki) we train ACE 1 on Wiki followed by fine-tuning without incorporating affective
features, while ACE 1 (Wiki)+(EAISe) means we train ACE 1 on Wiki and also incorporate the affective
features of EAISe. For model ACE 2, the comparison is also among different pre-trained embeddings.
For instance, ACE 2 (Wiki-BERT) + (EAISe) means the token embeddings inputted into SBERT in ACE
2 were from a BERT model pre-trained on our Wiki corpus and the affective feature representation in the
AFE component is EAISe, while in ACE 2 (BERT) the embeddings inputted into SBERT are from the
original pre-trained BERT (Large) model and the affective features are not used. Results of 18 variations 7

of the methods are shown in Table 2.
As shown in Table 2, overall ACE 1 outperforms ACE 2, which suggests that incorporating affective

features deeply in the embedding phase is more effective than combining the pre-trained contextual
embeddings with affective feature embeddings later in the classification model. Also, including affective
feature embeddings works better in both models than not including them. Furthermore, using WikiSarc
(which contains more sarcastic texts) as embedding-training corpus leads to better results than using Wiki.
The best performance of model ACE 1 is achieved by training it on WikiSarc with affective feature EMoSi.
We call the resulting BERT model WikiSarcA-BERT (Sarcastic Affective BERT). It is used as one of
the pre-trained embedding models for ACE 2. Interestingly, when the models are trained on Wiki or the
original BERT training corpus, there is no obvious winner between EAISe and EMoSi affective feature
representation methods across the sarcasm datasets. But when WikiSarc is used as the training corpus,
EMoSi is a clear winner for ACE 1 and EAISe is a clear winner on ACE 2. Our conjecture is that since
WikiSarc has more sarcastic and emotional utterances than the general corpus such as Wikipedia, Book
Corpus or News dataset, the affective feature representation method can make a difference in this case.

4.4.2 Evaluating Proposed Models against State-of-the-art Baselines
In this section we compare the performance of our proposed models against those of various state-of-
the-art models in four different categories: (i) Only Affective, (ii) Only Contextual with Fine-Tune, (iv)
Only Contextual with Pre-trained, and (iv) Affective Contextual. Some of the baseline results were taken
from their original publication when the data split is the same as ours8. In case we cannot find the result
of a baseline for a data set that we use, the baseline was properly re-implemented using the available
codes and guidelines. The model in (Zhang et al., 2019a) in the “Only Affective” category was only

7Results of more variations are shown in Appendix A.4.
8The details of each baseline can be found in Appendix A.3 of the supplementary file.



Model Corpus+Affective Feature Onion Reddit Pt′acek SemEval-2018 IAC

ACE 1

(Wiki) 83.88 80.25 71.06 77.38 85.10
(Wiki) + (EAISe) 89.40 85.11 75.38 78.10 87.20
(Wiki) + (EMoSi) 90.07 86.20 75.18 77.91 88.40

(WikiSarc) 90.61 86.59 75.15 80.45 89.20
(WikiSarc) + (EAISe) 90.70 87.19 77.82 84.25 89.74
(WikiSarc) + (EMoSi) 92.21 89.22 80.71 84.57 93.14

Model Pre-trained Model+Affective Feature Onion Reddit Pt′acek SemEval-2018 IAC

ACE 2

(BERT) 82.45 70.20 70.49 72.19 78.19
(BERT) + (EAISe) 84.11 78.79 72.24 76.19 80.36
(BERT) + (EMoSi) 84.19 77.45 71.85 79.00 80.00

(Wiki-BERT) 82.31 70.20 70.04 72.10 77.48
(Wiki-BERT) + (EAISe) 84.33 79.22 71.44 79.61 80.25
(Wiki-BERT) + (EMoSi) 84.00 77.04 72.10 79.15 79.88

(WikiSarc-BERT) 84.19 79.41 75.29 75.41 80.07
(WikiSarc-BERT) + (EAISe) 87.46 82.28 79.09 80.46 85.29
(WikiSarc-BERT) + (EMoSi) 86.17 83.37 78.19 80.11 85.10

(WikiSarcA-BERT) 87.09 82.25 76.84 78.18 84.79
(WikiSarcA-BERT) + (EAISe) 90.31 86.50 80.39 84.33 88.19
(WikiSarcA-BERT) + (EMoSi) 88.25 86.11 79.00 83.60 86.47

Table 2: F1-scores of two models with different settings. Best results are in bold and 2nd best are
underlined.

designed for tweets with hashtags. Thus, its results are reported only on two datasets that were from
Twitter. Also, the model in (Hazarika et al., 2018) in the “Affective Contextual” category was not possible
to be re-implemented for two of our datasets because the user history information embedding used in their
models was not available in these datasets.

(i) Only Affective: We compare the AFE component of our models with those that only used hand-
crafted or automatic features for sarcasm detection. To make a fair comparison, our AFE component is
trained on the sarcasm dataset (not the Wiki or WikiSarc corpus which would produce better results), to
be the same as the baseline methods. Table 3 shows AFE with EmoSi performs the best on 4 of 5 datasets,
while the second best is AFE with EAISe. Note that the AFE results in this experiment are not as good as
the ACE 2 results in Table 2, indicating combining contextual and affective features is better than using
the affective features alone.

(ii) Only Contextual with Fine-Tune: We compare the CFE component of ACE 1 without using
affective features (i.e., the stage 1 model) with those that initialize the model by pre-trained embeddings
followed by fine-tuning. Among the baselines, (Potamias et al., 2019) is a transformer-based model
for sarcasm detection. The other baselines are benchmark models used for a wide range of NLP tasks.
Table 3 shows that ACE 1 trained on WikiSarc significantly outperforms all baselines on all five datasets,
indicating that training embeddings with a corpus that contains more emotional or sarsastic untarrences is
better for sarcasm detection.

(iii) Only Contextual with Pre-trained without Fine-Tune: We compare the CFE component of ACE
2 without incorporating affective features with those that used either contextual pre-traind embeddings
(i.e., transformer-based models) or other pre-trained embeddings (e.g. GloVe used in (Zhang et al., 2016))
without fine-tuning the embeddings. Table 3 shows that ACE 2 with the pre-trained embedding model
WikiSarcA-BERT consistently outperforms all the baselines. This finding supports our intuition that
incorporating the affective feature information into the contextual word embeddings in the training phase
(ACE 1) improves the performance in sarcasm detection, as WikiSarcA-BERT was trained in stage 2 of
ACE 1.

(iv) Affective-Contextual: We compare our ACE 1 and ACE 2 models that combine the AFE and
CFE components with those that used both affective features and pre-trained embeddings in a single
architecture for sarcasm detection. The results showed that ACE 1 with WikiSarc and the EMoSi affective
feature represention outperforms all the baselines, while the second best is our ACE 2 (WikiSarcA-
BERT)+(EAISe) on all 5 datasets. Note that none of the existing baselines in this category uses contextual
embeddings. Thus, the results suggest that using transformer-based models to generate contextual
embeddings leads to better performance.



Components Models Onion Reddit Pt′acek SemEval-2018 IAC

Only Affective

(Rajadesingan et al., 2015) 67.25 64.21 75.13 70.12 68.33
(Ghosh et al., 2017) 69.23 68.41 74.11 72.45 64.38
(Hernández Farı́as et al., 2018) 68.00 69.34 75.10 71.70 70.39
(Zhang et al., 2019a) (a) - - 69.15 64.28 -
(Zhang et al., 2019a) (b) - - 72.39 65.33 -
(Zhang et al., 2019a) (c) - - 72.47 67.55 -

AFE with EAISe 70.49 71.87 76.90 72.51 72.40
AFE with EMoSi 74.20 74.04 76.40 72.60 73.01

Only Contextual (Potamias et al., 2019) 84.39 78.00 71.01 70.00 85.21

with Fine-Tune RoBERTa 80.23 76.04 67.25 68.00 82.44
XLNet-Large 79.66 76.48 69.33 68.25 70.06
BERT-Base 80.04 76.14 67.13 69.03 82.27
BERT-Large 83.49 78.21 70.33 76.19 84.25

ACE 1 (WikiSarc) 90.61 86.59 75.15 80.45 89.20

Only Contextual (Zhang et al., 2016) 67.08 69.20 70.49 70.66 69.38

with Pre-trained without Fine-Tune (Ilić et al., 2018) 70.12 76.05 75.46 68.90 72.00
RoBERTa 76.51 66.00 62.51 66.37 75.10
XLNet-Large 79.23 70.25 60.13 66.45 72.41
BERT-Base 78.13 66.27 63.12 68.14 74.90
BERT-Large 79.11 65.27 62.39 69.47 75.48

ACE 2 (WikiSarcA-BERT) 87.09 82.25 76.84 78.18 84.79

Affective-Contextual

(Poria et al., 2016) 70.00 64.27 67.00 69.45 60.25
(Amir et al., 2016) 67.79 65.14 69.25 71.59 68.51
(Yang et al., 2016) 63.25 64.83 71.16 67.45 70.14
(Felbo et al., 2017) 69.47 53.08 63.51 69.27 71.00
(Wu et al., 2018) 70.00 69.20 68.50 71.20 65.23
(Tay et al., 2018) (a) 70.68 67.25 71.52 70.01 72.00
(Tay et al., 2018) (b) 70.13 68.23 70.13 69.46 71.85
(Hazarika et al., 2018) 70.90 75.16 70.24 - -
(Kumar et al., 2020) 68.36 77.01 70.27 75.44 69.33

ACE 1 (WikiSarc) + (EMoSi) 92.21 89.22 80.71 84.57 93.14
ACE 2 (WikiSarcA-BERT) + (EAISe) 90.31 86.50 80.39 84.33 88.19

Table 3: F1-scores for comparing our models against state-of-the-art models. The best scores are in bold,
and 2nd best are underlined, while the 3rd best are double underlined.

5 Conclusions

We proposed two novel models (ACE 1 and ACE 2) that incorporate contextual and affective features in
a deep neural network architecture for sarcasm detection. Each model extends BERT’s architecture by
incorporating into it affective features. ACE 1 uses them to adjust the contextual embeddings and also
fine-tune the model, while ACE 2 uses them along with SBERT for performing the final classification.
Our evaluation results showed that combining the two types of features greatly improves the sarcasm
detection accuracy. In particular, deeply incorporating the affective features in the embedding training
process (as in ACE 1) is more beneficial than simply concatenating the two types of features (as in ACE 2).
We also observed that training embeddings with corpora containing rich sarcastic or emotional utterances
greatly benefits the sarcasm detection tasks. Our findings suggest that transformer-based models like
BERT can be trained to incorporate task-specific features to improve downstream task performance. As
future work, we plan to investigate whether affective and contextual embeddings, e.g., WikiSarcA-BERT
trained in ACE 1, can improve the performance of other tasks, such as emotion detection.
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Roberto González-Ibáñez, Smaranda Muresan, and Nina Wacholder. 2011. Identifying sarcasm in twitter: A
closer look. In Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics:
Human Language Technologies, pages 581–586, Portland, Oregon, USA, June. Association for Computational
Linguistics.

Alex Graves and Jürgen Schmidhuber. 2005. Framewise phoneme classification with bidirectional lstm and other
neural network architectures. NEURAL NETWORKS, pages 5–6.

Devamanyu Hazarika, Soujanya Poria, Sruthi Gorantla, Erik Cambria, Roger Zimmermann, and Rada Mihalcea.
2018. CASCADE: Contextual sarcasm detection in online discussion forums. In Proceedings of the 27th In-
ternational Conference on Computational Linguistics, pages 1837–1848, Santa Fe, New Mexico, USA, August.
Association for Computational Linguistics.
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Appendix

A Extended Related Work, Baselines, Hyper-parameters

A.1 Related Work (Extended version)
In this section, we present an extended version of the related work on sarcasm detection including
models that use affective features, contextual information, or a combination of both affective features and
contextual information. We also explain how our work aims to bridge the gap among existing efforts.



A.1.1 Affective Features
Identifying sarcasm in text has evolved from simple lexical-based and syntactic pattern models (Tsur et
al., 2010; Davidov et al., 2010; González-Ibáñez et al., 2011) to complex models that consider refined
linguistic features, such as positive predicates, interjections, gestural cues (emoticons, quotation marks,
etc.) (Carvalho et al., 2011) or behavior modelling (Rajadesingan et al., 2015; Agrawal et al., 2020).
With the advent of deep learning, there has been a shift in how prediction models are designed and
engineered. For example, Ghosh et al. (2017) proposed a conditional LSTM network (Hochreiter and
Schmidhuber, 1997) for detecting sarcasm in twitter using sentence level attention mechanisms on hashtags
and (Hernández Farı́as et al., 2018) learned and utilized a knowledge-based model of affective features
based on a wide range of lexical resources. These models mostly relied on manually engineered patterns
and features. However, more recently Zhang et al. (2019a) proposed multiple deep learning models,
including a sentiment augmented/supervised with attention Bi-LSTM model and a sentiment transferred
Bi-LSTM model to identify sarcasm in twitter datasets.

The main drawback of these models is that they are based on self-contained content (e.g. twitter hashtags
#) and when such content is not available (which is the case for learning a more general model), the
model fails to detect sarcasm. In addition, these models assume availability of the complete conversational
context to detect sarcasm, which in most cases is not available; as a result they can not generalize properly.
Distinct from this line of work, our proposed models minimize the need for manual feature engineering
by utilizing an architecture with Bi-LSTM and attention mechanism that can accurately learn the affective
representation of an input, even by utilizing a single affective feature.

A.1.2 Contextual Features
To address issues of lack of generalization and manual feature engineering, general word representation
learning models have been proposed, such as Word2vec (Mikolov et al., 2013b) and GloVe (Pennington
et al., 2014). These models learn embeddings of words that would locate them close to one another in
the embedded space, if they share common contexts in the corpus. However, this means that even words
opposite in meaning to another (antonyms), such as happy and sad that often occur in similar contexts,
would be embedded close to each other. As a result, the use of general models can be inadequate for
affective tasks (Amir et al., 2016; Agrawal et al., 2018). To this end, Zhang et al. (2016) proposed a
bi-directional gated recurrent neural network (GRNN) to capture syntactic and semantic information
locally, and a pooling neural network to extract contextual features automatically for sarcasm detection.
While, Ilic̀ et al. (2018) proposed a deep learning model based on character-level word representations
obtained from ELMo (Peters et al., 2018) using a learned representation that models features derived
from morpho-syntactic cues to solve the issue of dissimilarity in context for sarcasm detection. In (Wu
et al., 2018) a system based on a densely connected LSTM network with multi-task learning strategy
using POS tag features was proposed. More recently, transformer-based models (i.e., using encoder and
decoder methods), such as BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019) and XLNet (Yang
et al., 2019) have been proposed to advance the state of the art in many NLP tasks by combining word
embeddings with context embedding by using attention mechanisms in a bidirectional manner. However,
little work has considered using these models for sarcasm detection. A multi-modal sarcasm detection
method including text, speech and video features was proposed, where pre-trained BERT-based model
was used for representing the sentences (Castro et al., 2019). Moreover, Potamias et al. (2019) proposed
RCNN-RoBERTa for sarcasm detection in social media by leveraging the pre-trained embeddings from
RoBERTa combined with a recurrent convolutional neural network.

The main drawback of using advanced pre-trained models is that they do not incorporate any affective-
specific features during the training phase of the model – therefore the accuracy of the model on affective
tasks can be lessened. Our proposed models incorporate affective features along with contextual informa-
tion in one architecture for sarcasm detection.

A.1.3 Affective-Contextual Features
More sophisticated approaches for sarcasm detection have tried to combine the best of the two worlds by
incorporating affective features with general embedding models during training. For example, Felbo et al.



(2017) proposed DeepMoji by training a Bi-LSTM model with emojis to learn representations of emotional
context. Through a series of extensive experiments, particularly those related to incorporating affective
features with pre-trained embeddings for sarcasm detection, the authors demonstrated the need to consider
affective features in word embedding models for sarcasm detection. Poria et al. (2016) also developed
pre-trained sentiment, emotion and personality models for identifying sarcastic text using Convolutional
Neural Networks (CNN-SVM). More recently, (Tay et al., 2018) utilized a multi-dimension intra-attention
mechanism to overcome limitations of sequential neural network models and capture words’ incongruities
for sarcasm detection. Moreover, a model that uses the semantic, sentiment and punctuation based
hand-crafted features for sarcasm detection was proposed using multi-head attention based Bidirectional
Long-Short Term Memory (MHA-BiLSTM) with Glove pre-trained embeddings (Kumar et al., 2020).
Finally, Hazarika et al. (2018) proposed a ContextuAl SarCasm DEtector (CASCADE), by adopting a
hybrid approach of both content and context-driven modeling for sarcasm detection where they utilized a
user’s personality features and style of writing to detect sarcasm.

Our research is mostly related to this line of work. In particular, we advance the state of the art in
sarcasm detection by combining recently proposed transformer-based language models, such as BERT
and SBERT, with affective-specific features.

A.1.4 Task-specific Corpora for Sarcasm Detection
Another important observation for the problem of sarcasm detection is that using task-specific corpora can
be beneficial (Rakov and Rosenberg, 2013). Previous studies (Joshi et al., 2015; Zhang et al., 2014) have
employed datasets related to comedy (movie transcripts, novels, etc.) to improve on the sarcasm detection
task. This is because the utterance of humor/emotion and sarcasm is more expressed in the comedy genre
than in other genres. Comedy is a literary genre and a type of dramatic work that is often satirical in
its tone. For instance, they used corpus of children’s stories (e.g., Harry Potter Books), transcripts of a
MTV show (e.g., Big Bang Theory) and transcripts of comedy TV series (e.g., Friends) to train models
for emotion and sarcasm detection. Following this intuition and to adhere to best practices, our proposed
models leverage domain knowledge of two sarcasm-rich corpora for training embeddings (IMSDB and
Riloff; see descriptions in the manuscript) during training to improve the sarcasm detection accuracy.

A.2 Sarcasm Detection Datasets
We evaluate the effectiveness of our proposed models on five sarcasm detection datasets as follows:

• Onion: This news headlines dataset9 collected sarcastic versions of current events from The Onion10

and non-sarcastic news headlines from HuffPost (Misra and Arora, 2019). The dataset contains
28,619 headlines, with 13,634 labeled as sarcastic, and 14,985 as non-sarcastic.

• IAC: This is a subset of the Internet Argument Corpus (Oraby et al., 2016). The dataset contains
response utterances annotated for the sarcasm detection task. We extract 3260 instances from the
general sarcasm type, with 1630 as sarcastic and 1630 as non-sarcastic11.

• Reddit: Self-Annotated Reddit Corpus (SARC)12 is a collection of Reddit posts where sarcasm
instances are labeled by authors (in contrast to other datasets where the data is typically labeled by
independent annotators) (Khodak et al., 2017). This results in 1,010,826 posts, with 505,413 as
sarcastic and 505,413 as non-sarcastic.

• Pt′acek: The dataset consists of manually annotated sarcastic tweets. Authors annotated 7k tweets
as sarcastic and 7k ones as non-sarcastic (Ptácek et al., 2014).

• SemEval-2018: the dataset was provided in SemEval-2018 Task 3 (Irony detection in English
tweets), with total of 4,792 tweets including 2,396 ironic and 2,396 non-ironic(Van Hee et al., 2018).

9https://github.com/rishabhmisra/News-Headlines-Dataset-For-Sarcasm-Detection
10https://www.theonion.com
11https://nlds.soe.ucsc.edu/sarcasm2
12https://nlp.cs.princeton.edu/SARC/2.0/pol/



A.3 State-of-the-art Baselines

The state-of-the-art baselines used in our paper are as follows:

A.3.1 Only Affective
• (Rajadesingan et al., 2015): Authors proposed a behavioral modeling framework for sarcasm

detection. They discussed different forms of sarcasm: i) a contrast of sentiments, ii) a complex form
of expression, iii) a means of conveying emotion, iv) a possible function of familiarity, and v) a form
of written expression. They constructed relevant features to detect these forms on the Twitter dataset.

• (Ghosh et al., 2017): They investigated several Long Short-Term Memory (LSTM) networks
variations that can model both the conversation context and the sarcastic response. They showed that
the conditional LSTM and LSTM networks, with sentence-level attention on context and response,
outperform the LSTM model that only reads the response.

• (Hernández Farı́as et al., 2018): They proposed a model exploring the utility of affective features
based on a wide range of lexical resources (available for English) in the sarcasm detection task.

• (Zhang et al., 2019a) (a): In their 1’st model, authors proposed a Sentiment-Augmented Attention
Bi-LSTM model employing an attention-based neural network to identify context incongruity in the
irony detection task. They used sentiment word corpora as an external features, and designed a soft
attention mechanism focusing on context incongruity of tweets.

• (Zhang et al., 2019a)(b): In their 2’nd model, authors improved the attention mechanism in a super-
vised manner to capture the context of incongruity in Twitter data. In particular, they incorporated
two different types of sentiment resources (sentiment word lexicon and sentiment tweets copra) into
the irony detection task.

• (Zhang et al., 2019a)(c): In their 3’rd model, authors proposed a model to transfer deep features
from sentiment analysis into the irony detection task for learning both explicit and implicit context
incongruity in Twitter data. Their model consists of two Bi-LSTMs: one Bi-LSTM model serves as
the sentiment feature extractor while the other one acts as the irony detector.

A.3.2 Only Contextual with Fine-Tune
• (Potamias et al., 2019): They proposed a model (i.e., RCNN-RoBERTa) leveraging the pre-trained

RoBERTa model and a recurrent convolutional neural network to tackle figurative language in
sarcasm/irony detection in social media (Potamias et al., 2019).

• RoBERTa: A Robustly Optimized BERT Pre-training approach proposed by (Liu et al., 2019). The
model uses dynamic masking instead of static masking (that was used in BERT), and are optimized
to improve the accuracy of different NLP tasks (e.g., question answering) on GLUE, RACE and
SQuAD detests.

• XLNet-Large: A generalized auto-regressive pre-training method that uses a permutation language
modeling objective to combine the advantages of AR (Auto-Regressive) and AE (Auto-Encoding)
methods. The model fixes BERT’s negligence on dependency between the masked positions, causing
a pre-train/fine-tune discrepancy (Yang et al., 2019).

• BERT-Base/Large: A Bidirectional Encoder Representations from Transformers. The model is
trained on an unlabeled text corpus over two unsupervised tasks: i) Masked Language Model (MLM),
in which, some of the tokens in the input sequences are masked and the model is trained to predict
these masked tokens, and ii) Next sentence Prediction (NSP), where the model receives pairs of
sentences as input and learns to predict if the second sentence in a pair is the subsequent sentence of
the first one in the training corpus (Devlin et al., 2018).



A.3.3 Only Contextual with Pre-trained without Fine-Tune
• (Zhang et al., 2016) : Authors proposed a deep neural network using a gated recurrent neural

network (GRNN) to induce semantic features for sarcasm detection. In particular, they modeled the
tweet content with a GRNN, and used a gated pooling function to extract features, then predicted
sarcastic tweets.

• (Ilić et al., 2018): They proposed a deep learning model based on character-level word representa-
tions obtained from ELMo (Peters et al., 2018). The model used a learned representation features
derived from morpho-syntactic cues.

A.3.4 Affective-Contextual
• (Poria et al., 2016): They developed pre-trained sentiment, emotion and personality models for

identifying sarcastic text using Convolutional Neural Networks (CNN-SVM).

• (Amir et al., 2016): Authors proposed a deep neural network model (called CUE-CNN) that learns
embeddings of content with lexical signals to recognize sarcasm in text documents.

• (Yang et al., 2016): They proposed an attention-based neural model that learns an intra-attentive
representation of the sentence, enabling it to identify contrasting sentiment, situations and incongruity
for sarcasm detection.

• DeepMoji: These word embeddings were trained using BiLSTM on 1.2 billion tweets with emo-
jis (Felbo et al., 2017).

The model learns representations of emotional content in texts.

• (Wu et al., 2018) : Authors proposed a system based on a densely connected LSTM network (every
LSTM layer will take all outputs of previous layers as inputs) with a multi-task learning strategy to
combine the information in different tasks. The model improves the performance using POS tags
and sentiment features.

• (Hazarika et al., 2018): They proposed a ContextuAl SarCasm DEtector (CASCADE) by adapting
a hybrid approach of both content-based and context-driven modeling for sarcasm detection. They
used user profiling along with discourse modeling from comments in discussion threads. Then, the
information is used jointly to learn a CNN-based model.

• (Tay et al., 2018)(a): Authors proposed a model called ”MIARN” that utilizes a multi-dimension
intra-attention mechanism to overcome limitations of sequential neural networks in capturing words’
incongruities in sarcasm detection.

• (Tay et al., 2018)(b): In another model, they proposed a model called ”SIARN” which employs a
single-dimension intra-attention network for irony detection.

• (Kumar et al., 2020): Authors proposed a model that uses the semantic, sentiment and punctuation
based hand-crafted features for sarcasm detection. They utilized multi-head attention based Bidirec-
tional Long-Short Term Memory (MHA-BiLSTM) combined with Glove Pre-trained embeddings for
this purpose.

A.4 Evaluating the Performance of Each Proposed Models
Results of 7 more variations are shown in Table 4. For example, in ACE 1 (Wiki)+(EAISe) we train ACE 1
on Wiki and also incorporate the affective feature of EAISe (only stage 2 of the model ACE 1) followed by
fine-tuning. Note that, only stage 2 of the model ACE 1 means without concatenation the two pre-trained
embeddings and CFE component of model ACE 1 starts from stage 2 in this experiment. Another example,
for model ACE 2 (WikiSarcA-BERT) means the token embeddings inputted into SBERT in ACE 2 were
from a BERT model pre-trained on our WikiSarc corpus in model ACE 1 (where the CFE component of
the model ACE 1 starts from stage 2 and incorporate the affective feature of EMoSi) without incorporating
affective features.



Models Combos Onion Reddit Pt′acek SemEval-2018 IAC

ACE 1

(Wiki) + (EAISe) 89.41 85.61 75.16 78.21 87.00
(Wiki) + (EMoSi) 89.84 85.70 74.34 77.92 88.15

(WikiSarc) + (EAISe) 90.33 86.71 77.00 84.63 89.21
(WikiSarc) + (EMoSi) 92.00 89.01 80.54 84.31 93.37

ACE 2
(WikiSarcA-BERT) 86.73 82.17 76.90 78.29 84.00
(WikiSarcA-BERT) + (EAISe) 90.00 85.88 81.11 84.15 87.27
(WikiSarcA-BERT) + (EMoSi) 88.02 85.47 79.30 83.19 86.73

Table 4: F1-score results of comparing different pre-trained embeddings with different affective embed-
dings for each model. The best score is highlighted in bold, and the second best result is underlined.

A.5 Hyper-parameters for BERT
We train BERT from scratch on our datasets using Microsoft Azure ML13 cluster of 8xND40-v2 nodes (64
NVidia V100 GPUs total) using Microsoft CNTK parallelization algorithm14, 16 TPUs (64 TPU chips),
Tensorflow 1.15, 1TB memory on Google Cloud and two 32 GPUs cluster of V100/RTX 2080 Ti, 1TB
memory for up to 5 days.

Training: We train BERT-Large-uncased architecture for both stages of ACE 1 from scratch (24-layer,
1024-hidden, 16-heads, 340M parameters) , where the dimension is 768 and the max length for each
sequence is 512. We experimented with different learning rates of (1e− 4, β1 = 0.9, β2 = 0.999), L2
weight decay of 0.01, and dropout probability of 0.1 for all layers as suggested for BERT-Large-Uncased
(Devlin et al., 2018).

Fine-Tune It takes much less time to fine-tune our model than training it from scratch. In fact, the
authors (Devlin et al., 2018) recommend only 2-4 epochs of training for BERT fine-tuning on a specific
NLP task (sarcasm detection in our case) with the learning rate Adam Optimizer: 5e-5, 3e-5, 2e-5, and
batch size of 16, 32. Note that, all datasets are split into training/testing using 80%/20%.

13https://github.com/microsoft/AzureML-BERT
14https://docs.microsoft.com/en-us/cognitive-toolkit/multiple-gpus-and-machines


