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ABSTRACT

Online news reading has become very popular as the web provides

access to news articles from millions of sources around the world.

As a specific application domain, news recommender systems aim

to give the most relevant news article recommendations to users

according to their personal interests and preferences. Recently, a

family of models has emerged that aims to improve recommenda-

tions by adapting to the contextual situation of users. These models

provide the premise of being more accurate as they are tailored to

satisfy the continuously changing needs of users. However, little

attention has been paid to the emotional context and its potential

on improving the accuracy of news recommendations. The main

objective of this paper is to investigate whether, how and to what

extent emotion features can improve recommendations. Towards

that end, we derive a large number of emotion features that can be

attributed to both items and users in the domain of news. Then, we

devise state-of-the-art emotion-aware recommendation models by
systematically leveraging these features. We conducted a thorough

experimental evaluation on a real dataset coming from news do-

main. Our results demonstrate that the proposedmodels outperform

state-of-the-art non-emotion-based recommendation models. Our

study provides evidence of the usefulness of the emotion features

at large, as well as the feasibility of our approach on incorporating

them to existing models to improve recommendations.
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1 INTRODUCTION

Recommender systems (RS) have widely and successfully been em-

ployed in domains as diverse as news and media, entertainment,

e-commerce and financial services, to name a few. The main util-

ity of such systems is their ability to suggest items to users that
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Figure 1: Illustrative example of emotions expressed in ar-

ticles read by two different users, U1 (top) and U2 (bottom),

over a three month period. Can we leverage the emotional

context to improve recommendations?

they might like or find useful. Traditionally, research on recom-

mendation algorithms has focused on improving the accuracy of

predictive models based on a combination of descriptive features

of the items and users themselves (e.g., user behavior, interests and

preferences) and the history of a user’s interactions with the items

through ratings, reviews, clicks and more [20, 33, 34]. However, lit-

tle attention has been paid to the emotional context and its relation

to recommendations.

While emotions can be manifested in various ways, we focus on

emotions expressed in textual information that is associated with

items or users in the system. For example, the content of a news

article, the content of an online review or the lyrics of a song are

good examples of textual information directly associated with an

item’s emotional context. On the other hand, the emotional profile
of a user can be determined through explicit or implicit feedback of

users to items. Explicit feedback, such as providing ratings and/or

submitting reviews to items, can represent an accurate reflection

of a user’s opinion about the item, but it is considered an intrusive

process that disrupts the user-system interaction and negatively

https://doi.org/


impacts user experience [32]. In addition, while it might be avail-

able for certain domains (e.g, product recommendations [8], movie

recommendations [29], etc.), it is not easily obtainable in domains

such as news, where users typically interact with items at a fast

pace and are less inclined to provide feedback. In the absence, spar-

sity or high cost of acquisition of explicit feedback, incorporating

implicit feedback, which is generally abundant and non-intrusive,

might be beneficial. Therefore, we focus on indirectly capturing

the emotional context of users’ activity by monitoring their inter-

actions with items over time. For instance, one can monitor the

tone of the stories in news article users are reading. Effectively, this

information can be used to model a user’s historical or temporal

emotional profile.

To further motivate this, consider Figure 1 that illustrates the

emotional profiles of two users, U1 and U2, based on eight basic

emotions, expressed in articles read by them over a period of three

months. One can notice that emotions of sadness and fear are mostly

expressed in the articles read by U1 while other emotions, such as

joy are less expressed. In addition, one can observe trends such as

the expression of anger increasing over time. On the other hand,

for U2, the emotions of joy and trust are mostly expressed and other

emotions, such as disgust are less expressed. Moreover, emotions

of fear and anticipation are increasingly expressed in the articles

read by this user. Although, the emotional tone derived from news

articles read by a user cannot justify the personality and state of

mind of the user, it can be considered as the taste or preference

of the user, where it shows the type of articles they are more in-

terested in. Inspired by these observations, recent advancement in

methods for emotion detection and the success of emotion-aware

recommendation algorithms, the main motivation of our research

is to investigate whether, how and to what extent emotion features

can improve the accuracy of recommendations.

The Problem.More formally, the recommendation task can be de-

scribed as follows. Let a set ofm users U = {u1,u2, ...,um } and

a set of n items I = {i1, i2, ..., in }. Let us also assume that each

user ui has already interacted with a set of items Iui ⊆ I (e.g.,

consumed news articles). Then, the problem is to accurately predict

the probability pua,i j with which a user ua ∈ U will like item

i j ∈ I \ Iua . The task can also take the form of recommending a

set Ik ⊆ I \ Iua of k items that the user will find most interesting

(top-k recommendations). For example, in the news domain, the

task is that of recommending an unread article.

Challenges & Approach. In order to evaluate the importance of

the emotional context to recommendations, we had to incorporate

emotional features [2, 36, 45] to state-of-the-art recommendation al-

gorithms and evaluate their accuracy performance. Figure 2, shows

a schematic diagram of the emotion-aware recommendation algo-

rithm process we designed, which consists of three main stages: i)

feature engineering, ii) model training, and iii) blending & ensemble
learning. Each of these components, define a number of challenges

that need to be addressed. During feature engineering, we had to

generate a number of features attributed to both users and items.

Emphasis was given in capturing themost important non-emotional

and emotional features for the prediction task. Once features are

extracted, off-the-shelf feature selection methods are employed to

select a subset of them that are more relevant for use in model
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Figure 2: Overview of an emotion-aware recommendation

system and the focus of themain contributions of the paper.

construction. During model training, we experiment with a number

of state-of-the-art models for generating recommendations. During

blending & ensemblewe combine alternative models to obtain better

predictive models than any of the constituent models alone.

Contributions. The major contributions of this paper are as follows:

• We systematically identify, extract and select the most rele-

vant emotion-based features for use in news recommenda-

tion models. These features are associated with both items

(e.g., news articles) and users (e.g., readers).

• We devise a number of state-of-the-art models for generating

recommendations that incorporate the additional emotion

features. Thesemodels include variations of gradient boosting
decision trees, deep matrix factorization methods and deep
neural network architectures. In addition, we use ensembling

methods to increase the predictive performance by blending

or combining the predictions of multiple constituent models.

• We propose EmoRec, an emotion-aware recommendation

model, which demonstrates the best accuracy performance

in news recommendation task. EmoRec itself is an ensemble

model.

• We conduct a thorough experimental evaluation on a real

dataset coming from news domain. Our results demonstrate

that the emotion-aware recommendation models consis-

tently outperform state-of-the-art non-emotion-based rec-

ommendation models. Our study provides evidence of the



usefulness of the emotion features at large, as well as the

feasibility of our approach on incorporating them to existing

models to improve recommendations.

2 RELATEDWORK

Prior research has found a range of features to be useful in the

context of news recommender systems, such as user location [15],

time of the day [26], demographic information [21], or article social

media profile [50]. However, emotion, which is one of the important

elements of human nature that has a significant impact on our

behavior and choices [49], has received little attention. A number

of studies in the area of psychology, neurology, and behavioral

sciences have shown that individuals’ choices are related to their

feelings and mental moods [24].

In the context of recommender systems, one of the earliest works,

Gonzalez et al. [17], pointed out that emotions are crucial for users’

decision making and that users transmit their decisions together

with emotions. Tkalcic et al. [42] introduced a unifying framework

for using emotions in user interactions with a recommender system,

and suggested that while an implicit approach of user feedback may

be less accurate, it is well suited for user interaction purposes since

the user is not aware of it [41].

While emotions as features have been studied in movie recom-

mendations [28, 29], music recommendations [18] and restaurant

recommendations [44], to name a few, much less work has explored

the role of emotion features in news recommender systems.

Emotion in news articles has been studied for categorizing news

stories into eight emotion categories [3]. Specifically for recom-

mender systems, Parizi and Kazemifard [35] introduced a model for

Persian news utilizing both, the emotion of news as well as user’s

preference. More recently, Mizgajski and Morzy [23] introduced a

recommender system for recommending news items by leveraging

a multi-dimensional model of emotions, where emotion is derived

through user’s self-assessed reactions (i.e., explicit feedback) which

can be considered as intrusive collection. In contrast to previous

studies, our work focuses on studying the role of emotion features

in news recommender systems using implicit user feedback.

3 FEATURES FOR RECOMMENDATION

This section describes the feature extraction procedure which is

utilized in our proposed framework. The features are grouped into

two main categories: (i) emotion-based features for items and users,

and (ii) non-emotion-based features for items and users.

3.1 Emotion-based Features

The main objective of this paper is to improve the performance of

recommender system by leveraging the user/item emotion features.

Figure 3 shows an example of textual content of items (i.e., an arti-

cle) in news domains. As it can be observed, there are several words

such as win and gratifying, expressing the emotion of happiness.
Moreover, interjections such as yay and oh can be indicators of

different emotions [16]. In this section, we describe how we extract

such features to improve the recommendation system effectiveness.

In order to maintain consistency, each news article is preprocessed

by tokenizing into words, removing the stopwords and POS-tagging

Figure 3: Example emotions expressed in textual content

Table 1: Emotion Resources

Resources Size Emotion Taxonomy

WordNet-Affect [39] 4787 words Several

ISEAR [46] 7600 sentences ISEAR

NRC [25] 14,182 words Plutchik

SentiWordNet 3.0 [4] 11,000+ synset Sentiments

to extract nouns, verbs, adverbs and adjectives. In particular, we fo-

cus on two approaches for computing emotion features: sentiment

analysis, which classifies text into neutral, positive and negative sen-
timents, and emotion analysis which categorizes text into emotions

such as happiness, sadness, anger, disgust, fear and so on. Note that

we extract emotion features for both users and items.

3.1.1 Item Emotion-based Features.
Number of Emotion Words: This feature represents the num-

ber of words in an emotion lexicon (i.e., WordNet-Affect, see Table

1) that occur in the item (i.e., news article) more than once.

Ekman’s Emotion Label: We count the number of emotion

words occurring in the text document for each emotion type (Ek-

man’s six emotion categories [13]) and then the text is assigned

an emotion label with the highest number of emotion words ap-

pearing in the text. If more than one emotion category has the

highest count, 0 is assigned to this feature, leaving the next feature

to indicate mixed emotions. A combination of different lexicons

(WordNet-Affect and NRC, see Table 1) is used to find the emotion

labels. We use multiple resources to have a bigger set of emotion

words for each emotion.

Mixed Emotions: This feature indicates whether an item has

more than one document-level emotion labels based on Ekman’s

emotion model (i.e., if two or more emotions have the highest score,

this feature is valued at 1, otherwise 0). Since the initial annotation

effort (previous feature) illustrated that in many cases, a sentence

can exhibit more than one emotion, we have an additional category

called mixed emotion to account for all such instances.

Sentiment Feature: The text is classified into three categories:

positive, negative and neutral. We utilize the approach introduced

in [30] and use SentiWordNet [4].

Interjections: This feature counts the number of interjections

in a document. A short sound, word or phrase spoken suddenly to

express an emotion, e.g., oh, look out!, ah, are called interjections
1
.

Our preliminary analysis found that interjections were common

1
List of interjections derived from: i) https://surveyanyplace.com/the-ultimate-

interjection-list, ii) https://7esl.com/interjections-exclamations, and iii)

https://www.thoughtco.com/interjections-in-english-1692798



in quotes in news articles, which can be detected for potential

emotions.

Capitalized Words: This feature counts the number of words

in a document with all uppercase characters. People use capital

words to express an emotion [43] and make it bold to the readers

(e.g., I said I am FINE).
Punctuation: Two features are included to model the occur-

rence of question marks and exclamation marks repeated more

than two times in a document. Using punctuation can clarify the

emotional content of the texts that are sometimes easy to miss [43].

Grammatical Markers and Extended Words: This feature

counts the number of times words with a character repeated more

than two times (e.g., haaappy or oh yeah!!????) [7] as excessive

use of letters in a word (e.g., repetition) is one way to emphasize

feelings.

Plutchik Emotion Scores: First, we measure the semantic re-

latedness score between a wordWi in the text and an emotion

category Cj in the NRC lexicon (see Table 1) as follows [1]:

PMI (Wi ,Cj ) = n

√√√ n∏
k=1

PMI (Wi , Ck
j ) (1)

whereCkj (k = 1 . . .n) is the kth word of emotion categoryCj . PMI

is the Pointwise Mutual Information calculated as follows:

PMI (Wi , Ck
j ) = log

P (Wi , Ck
j )

P (Wi )P (Ck
j )

(2)

where P(Wi ) and P(C
k
j ) are the probabilities thatWi and C

k
j occur

in a text corpus, respectively, and P(Wi ,C
k
j ) is the probability that

Wi and C
k
j co-occur within a sliding window in the corpus. Finally,

we calculate the average, maximum and minimum of score for all

words in the text for each emotion category and consider each as

an individual feature.

3.1.2 User Emotion-based Features.
Aswe do not have access to users’ explicit emotion towards items,

we develop users’ implicit emotional profile based on their historical

interactions with items. By computing the emotion profile of the

items with which a user is interacting, we derive the emotional

taste of the user over that period of time over the set of items.

User EmotionsAcross Items: We determine the emotion score

(i.e., Plutchik’s emotion scores) for the last accessed item before

subscription as well as for the last 20 items accessed by the user.

Then, we pick the top 3 frequent emotions.

User Emotions Across Categories: We determine the emotion

of categories of items (e.g., sports in news domain) accessed by a

user by counting the number of items assigned to an emotion in

a specific category, with the most frequent emotion considered as

the emotion of the category. The feature is calculated for the whole

history of the user.

3.2 Non-Emotion-based Features

Non-emotion-based features can also be classified into item-based

and user-based features.

3.2.1 Item Non-Emotion-based Features.
Item Topic: We extract topics in the article using Latent Dirich-

let Allocation (LDA) [6]. In LDA, each topic is a distribution over

words, and each document is a mixture of topics. The number of

topics for the news articles are 112 , which were chosen empirically

to minimize the perplexity score of the LDA result. Thus, the item

topic is represented by a vector of length 112.

Topic Label: We use lda2vec [27] to generate and label the topics

in an item (i.e., document), where each generated topic is labeled

by one of its top k words which is most semantically similar to

the other words in the top k word list. We then label the item (i.e.,

document) with the label of the most coherent topic among the top

m topics of the document. The word vector of this label word is

used as the value for this feature.

TF-IDF: This feature represents items as n-grams (unigram, bi-

gram, trigram) with the TF-IDF weighting approach [22].

Coherence: We first calculate the cosine similarity scores be-

tween all pair of words in an item using word2vec pre-trained word

vectors
2
, and then record average of similarity scores, standard

deviation of similarity scores, the lowest score that is higher than

the standard deviation, and the highest score that is lower than the

standard deviation as four features.

Potential to Trigger Subscription: This feature represents the

total number of times the item was requested right before a paywall

was presented to a user who subsequently made a subscription

[10, 11]. In a subscription-based item delivery model a paywall is

the page asking for subscription before allowing an unsubscribed

user to continue accessing items.

3.2.2 User Non-emotion-based Features.
Visit Count: We calculate the average number of items (articles)

accessed by a user per visit. A visit is terminated if a user is inactive

for more than 30 minutes.

User Spent Time: Two features are represented. One is the

average time the user spent per item, and the other is the average

time the user spent per visit.

User Interest in Subcategory: This feature represents the em-

pirical probability of subcategory s given a user u and a category

c denoted as P(s |u, c). For example, P(election |u,politics) can be

determined by the total number of articles the user read on election

over the total number of articles that the user read on politics. In

our experiments, the categories and subcategories were provided

with the dataset and we consider only the top 50 most frequently

visited subcategories for this feature.

User Latent Vector: We calculate the latent vector for each user

based on matrix factorization introduced in [40]. This feature is

chosen so that we can compare our method with the Deep Matrix

Factorization model in [47], a state-of-the-art recommendation

method, which uses this feature as input for a deep neural network.

3.3 Feature Selection

One of the critical steps after feature extraction is to select important

features for recommendation. Table 2 reports the most important

features according to gain importance score for the news data set.

We evaluate feature importance by averaging over 10 training runs

of a gradient boosting machine learning model XGBoost [9] to

reduce variance
3
. Also, the model is trained using early stopping

2
https://code.google.com/archive/p/word2vec/

3
Variance refers to the sensitivity of the learning algorithm to the specifics of the

training data (e.g., the noise and specific observations).



Table 2: List of Emotion/Non-emotion Feature Importance

Emotion Features Gain Score

Plutchik emotion scores 3200.86

User emotions across items 1985.36

User emotions across categories 1850.33

Ekman’s emotion label 1101.38

Punctuation 910.55

Grammatical markers and extended words 860.13

Interjections 773.12

Capitalized words 640.21

Mixed emotions 526.97

Sentiment features 360.68

Non-emotion Features Gain Score

User latent vector 3640.87

Potential to trigger subscription 2974.46

User interest in subcategory 1530.28

Topic labeling 1421.19

User spent time 1110.57

Visit count 920.53

Item topic 867.12

Coherence 685.23

TF-IDF 410.29

with a validation set to prevent over-fitting to the training data. By

using the zero importance function, we find features that have zero

importance according to XGBoost.

4 RECOMMENDATION MODEL

In this section, we introduce a tailored structure of an Emotion-

aware Recommender System Model (EmoRec) for personalized

recommendation. Our final model is an ensemble model of three

models leveraging both emotion/non-emotion-based features. We

describe the structure of the proposed model and the training meth-

ods next.

4.1 Model Training

Model 1 (Boost Model): Gradient Boosting Decision Tree (GBDT)

methods are among themost powerfulmachine learning approaches

which have been effectively used in many domains [14] including

recommendation[48]. The basic idea in GBDT approaches is to

learn a set of base/weak learners (i.e., decision trees) sequentially by

using different training splits. More precisely, at each step, we learn

a new base model by fitting it to the error residuals (i.e., difference

between the current model predictions and the actual target values)

at that step. The newmodel outcome is the previous model outcome

plus the (weighted) new base learner outcome. Eventually, the final

model outcome is the weighted average of all base learners outcome,

where the weights are learned jointly with the base learners. We

train two state-of-the-art GBDT models, namely, XGBoost [9] and

Catboost [12], on our training datasets with the features selected

in Section 3.3 as the input.

XGBoost uses pre-sorted/histogram-based algorithm to compute

the best split while CatBoost uses ordered boosting, a permeation

based algorithm, to learn the weak learners effectively. Moreover,

XGBoost uses one-hot encoding before supplying categorical data,

but CatBoost handles categorical features directly. We train both

models individually (three base models for each). The final model

output (i.e., probability that a user is interested in an item) is the

combination of all base models outcomes:

6∑
i
αipi (3)

where pi is the probability that the user is interested in the item

according to base model i and αi is the weight of base model i
learned by XGboost/Catboost.

Model 2 (Deep Neural Network (DNN)): Figure 4 shows our

proposed Deep Neural Network architecture for leveraging the

emotion features (and other commonly available features) for the

recommendation purpose. The input is divided into four groups[5]:

i) user non-emotion based features, ii) item non-emotion based

features, ii) user emotion-based features, and iv) item emotion-based

features. For the categorical inputs, we utilize one-hot encoding

(the second layer is look-up embeddings mapping each categorical

feature to a fixed length embedding vector). In the architect “Dense

Layer” can be formalized as: Dense(x) = f (Wx + bias) whereW
and bias are parameters, x is the layer input and f is the activation

function (for linear layer f is the identity function). We use L2
regularization to prevent over-fitting in embedding layer and use

back-propagation to learn the parameters.

Model 3 (Deep Matrix Factorization (Deep MF)): Inspired by

the models proposed in [19, 47], we built our Deep MF (Figure 5)

to leverage extra user/item features (i.e., emotion and non-emotion

features) in the recommendation prediction task. In [47], they con-

struct a user-item matrix with explicit ratings and implicit prefer-

ence feedback, then with this matrix as the input, they present a

deep neural architecture to learn a low dimensional space for the

representation of both users and items. In [19], by replacing the

inner product with a neural architecture, they learn an arbitrary

function to capture the interactions between user and item latent

vectors. Different from their work, we focused on modeling the

user/item with rich extra features, such as non-emotion and emo-

tion based features, as well as using embedding vectors learned in

our DNN model. The input of our proposed model is the same as

the DNN model where the categorical features are encoded using

one hot vectors. The second layer is the look-up embedding. In

this layer, we have both MF embedding vectors, which we estimate

through the learning process, and DNN embedding vectors, which

are concatenation of embedding vectors (for each similar input

group) learned from DNN model (they are fixed in this model).

Generalized Matrix Factorization (GMF) layer combines two em-

beddings using dot product and applies some non-linearity. Similar

to DNN model, the output of the model is the probability that a

user is interested in an item.

Ensemble/Blending Model: The final model EmoRec was the

weighted average of the three models’ predictions. We use Nelder-

Mead Method [31] to find the optimum weights of each models.



Figure 4: The Structure of Our DNN Model

Figure 5: The Structure of Our Deep MF Model

5 EXPERIMENTS

In this section, we introduce the data, evaluation protocols and the

specific configurations used in our experiments.

5.1 Data

Our experiments are conducted on a real-world news dataset. The

Globe and Mail is one of the major newspapers
4
in Canada. We use

the data spanning from January to July 2014 (a 6-month period) in

our experiments where the data in the first 4 months were used

for training, and the last 2 months for testing. The dataset contains

information for 359,145 articles in total and 88,648 users in total,

out of which 17,009 became subscribers during this period, and

71,639 were non-subscribers. Every time a user reads an article,

watches a video or generally takes an action in the news portal, the

interaction is recorded as a hit. Typically, a hit contains information

like date, time, user id, visited article, special events of interest like

subscription, sign in, and so on.

5.2 Evaluation Metrics

We use F-score to measure the predictive performance of a rec-

ommender system. For each user in the test data set, we use the

original set of read articles in the test period as the ground truth,

denoted as Tд . Assuming the set of recommended news articles

4
https://www.theglobeandmail.com/

Table 3: Results of our Models on News Dataset (F-score)

Model Non-Emo All

Single Boost Model 70.19 70.86

Boost Blend 70.69 71.50

Deep MF 72.93 73.29

Single DNN Model 70.88 73.00

DNN Ensemble 73.62 74.30

Boost Blend + Deep MF 73.07 74.98

Boost Blend + DNN Ensemble 74.00 74.23

Deep MF + DNN Ensemble 74.61 75.10

EmoRec (Boost Blend + Deep MF + DNN Ensemble) 78.20 80.30

for the user is Tr , precision, recall, and F-measure are defined as

follows:

Precision =
|Tд ∩Tr |

|Tr |
, Recall =

|Tд ∩Tr |

|Tд |

F = 2 ×
Precision × Recall

Precision + Recall
The F-score on a test data set is the average over all the users in

the test data set.

5.3 Comparing Recommendation Models with

and without Emotion Features

Our main objective is to see whether the use of emotion features

will boost the performance of recommendation models. For such a

purpose we run the three state-of-the-art recommendation models

described in the last section and some ensembles formed by these

models with and without emotion features. The models used in our

evaluation are as follows:

• Single Boost Model: We run XGBoost and Catboost separately

to make predictions and collect the average of their F-scores.

• Boost Blend: This is the 6-model ensemble described in Model

1 in Section 4.1.

• Deep MF: This is the deep matrix factorization model de-

scribed in Section 4.1.

• Single DNN model: We run the DNN model for 5 times with

the same hyperparameters but different random seeds and

collect the average result over 5 runs.

• DNN Ensemble: An ensemble of 5 DNNmodels with different

hyperparameters (e.g., different learning rates, etc.) is run 5

times each with a different random seed. The average result

over the 5 runs is collected.

• Boost Blend + Deep MF: This is an ensemble consisting of

Boost Blend and Deep MF.

• Boost Blend + DNN Ensemble: This an ensemble consisting

of Boost Blend and DNN Ensemble.

• Deep MF + DNN Ensemble: This is an ensemble consisting of

Deep MF and DNN Ensemble.

• Boost Blend + Deep MF + DNN Ensemble: an ensemble con-

sisting of Boost Blend, Deep MF and DNN Ensemble.

We train each of the above models using the training data of our

data set and use the trained model to make recommendations by

predicting a user’s interest in an item in the test data. Table 3 shows



Table 4: Comparison of EmoRec with State-of-the-art Base-

lines on News Dataset (F-score)

Model Non-Emo All

Basic MF 69.10 71.23

FDEN and GBDT 72.02 73.28

Truncated SVD-based Feature Engineering 73.12 74.01

EmoRec 78.20 80.30

the results (in F-score) of using these recommendation methods

with and without emotion features on the news data set, where the

whole set of emotion features described in Section 3.3 is used in

the results for "All", while none of the emotion features is used in

the results for "Non-Emo". As can be seen, adding emotion features

improves the predictive performance for all the recommendation

methods. Among the single recommendation models (i.e., Single

Boost Model, Deep MF and Single DNN Model), Deep MF performs

the best. The results also show that ensemble methods perform

better than single/component models. The best performance is

produced by the largest ensemble (i.e., Boost Blend + Deep MF +
DNN Ensemble). We refer to this best-performing model as our

EmoRec model.

5.4 Comparison with Other Baselines

We also compare our EmoRec model with the following three state-

of-the-art recommendation methods with well-tuned parameters

(that is, the parameters are optimally tuned to ensure the fair com-

parison). The objective is to investigate whether emotion features

can smarten up these recommender systems. A brief description of

these three models is as follows:

Basic MF : This is the simple matrix factorization model where

used for discovering latent features between two entities (i.e., user

and articles)[40]. Both user preferences and item characteristics are

mapped to latent factor vectors. Each element of the item-specific

factor vector measures the extent to which the item possesses one

feature. Accordingly,each element of the user-specific factor vector

measures the extent of the user preferences in that feature.

FDEN and GBDT : an ensemble of different models, including

Field-aware Deep Embedding Networks and Gradient Boosting

Decision Trees [5]. The predictions of FDENs are from a bagging

ensemble using the arithmetic mean of many networks, each of

which has slight differences on hyper-parameters, including the

forms of the activation.

Truncated SVD-based Feature Engineering: a gradient boosted

decision trees model with truncated SVD-based embedding fea-

tures [37]. To overcome the cold start problem, a truncated SVD-

based embedding features were created using the embedding fea-

tures with four different statistical based features (users, items,

artists and time), the final model was the weighted average of the

five models’ predictions.

The results are illustrated in Table 4, which shows that emo-

tion features can also improve the recommendation performance

of these three state-of-the-art baselines. In addition, our EmoRec

model performs significantly better than these three baselines in

Table 5: Effect of Individual Emotion Features (F-score)

Emotion Features News

ALL emotion features 80.30

- Sentiment features 78.15

- Mixed emotions 76.90

- Capitalized words 76.21

- Interjections 75.84

- Grammatical markers and extended words 75.23

- Ekman’s emotion label 74.98

- Punctuation 75.17

- User emotions across categories 74.15

- User emotions across items 73.23

- Plutchik emotion scores 72.10

Table 6: Effect of Top Three Emotion Features (Plutchik
emotions, User emotions across categories, and User emotions
across items) on State-of-the-art Models

Model No Emotion Top Three Emotion

Basic MF 69.10 70.38

Boost Blend 70.69 71.00

FDEN and GBDT 72.02 72.77

Deep MF 72.93 73.01

Truncated SVD-based 73.12 73.60

DNN Ensemble 73.62 73.98

both cases of using emotion features and not using emotion fea-

tures.

5.5 Effect of Individual Emotion Features

Table 5 presents the results of a feature ablation study in order

to further understand the effect of individual emotion features

used in EmoRec. In each run of this study, we keep all the fea-

tures except one type of emotion features. The results indicate that

removing Plutchik emotion scores (item feature), User emotions

across categories and User emotions across items (user features)

lead to considerable decline in the performance. It also shows that

our model is able to capture useful implicit user emotion effectively.

To further validate the effectiveness of the top emotion features

as learned from our experiments, we run a further experiment incor-

porating only the top three emotion features (i.e., Plutchik emotions,

User emotions across categories, and User emotions across items)

on six state-of-the-art recommendation models. As the results in

Table 6 show, only using these three emotion features can also

improve the recommender systems, with Basic MF showing the

most gain.

6 CONCLUSIONS

Motivated by the recent development in emotion detection methods

(in textual information), we considered the problem of leveraging

emotion features to improve recommendations. Towards that end,

we derived a large number of emotion features that can be attrib-

uted to both items and users in news domain and can provide an



emotional context. Then, we devised state-of-the-art non-emotion
and emotion-aware recommendation models to investigate whether,
how and to what extent emotion features can improve recommen-

dations. To the best of our knowledge, this is the first attempt to

systematically and broadly evaluate the utility of a number of emo-

tion features for the recommendation task. Our results indicate

that emotion-aware recommendation models consistently outper-

form state-of-the-art non-emotion-based recommendation models.

Furthermore, our study provided evidence of the usefulness of the

emotion features at large, as well as the feasibility of our approach

on incorporating them to existing models to improve recommenda-

tions.

As a more tangible outcome of the study, we proposed EmoRec,

an emotion-aware recommendation model, which demonstrates

the best predictive performance in news recommendation task.

EmoRec itself is an ensemble model combining three models (Boost
Blend + Deep MF + DNN Ensemble). It significantly outperforms

other state-of-the-art recommendation methods evaluated in our

experiments. We also evaluated the proposed emotion features

individually. Among the emotion features examined, the Plutchik

emotion scores of items (obtained by computing PMI scores between

words) and user emotion profiles (based on the emotion scores of

the items that the user accessed) are the most important.

Employing emotional context in recommendations appears to be

a promising direction of research. While the scope of our current

study is limited to emotions extracted by textual information, there

is evidence that emotions can be extracted through other means of

communication, such as audio and video, or other cues [38].
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