




Computer Platforms
Distributed Commodity, Clustered High-Performance, Single Node

Data 
Ingestion
ETL, Distcp, 
Kafka, 
OpenRefine, 
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Data 
Serving
BI, Cubes, 
RDBMS, Key-
value Stores, 
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Storage Systems
HDFS, RDBMS, Column Stores, Graph Databases

Data Definition
SQL DDL, Avro, Protobuf, CSV

Batch Processing Platforms
MapReduce, SparkSQL, BigQuery, Hive, Cypher, ...

Stream Processing Platforms
Storm, Spark, ..

Query & Exploration
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Analytics solutions start with data ingestion

Data integration challenges:
volume (many similar integrations)
variety (many different integrations)
velocity (batch v.s real-time) 
(or all of the above)



-ÁÓÌÏ×ȭÓ Èierarchy of needs*

Data Quality, Structure, Data Ingest 
Data, Persistence, Architecture, ETL

Visualization, Query, OLAP

Aggregation, Join, Filtering, Indexing

Prediction,
Clustering,
Classification

Hierarchy of effective analytics

Real-time, streaming

Basic needs

Understanding 
needs

Predictive 
needs

* A theory in psychology proposed by AbrahamMaslow in 1943. 
Needs lower down in the hierarchy must be satisfied before 
individuals can attend to needs higher up.



Data Storage Systems

Business Systems

Web Logs

Email Logs

Transaction Logs

Data Management 
Systems



Data Storage Systems

Business Systems

Web Logs

Email Logs

Transaction Logs

Data Management 
Systems

Different structures
Different manifest data types
Different literal for same data type
Different Keys



Failures when producers push data
Failures storing received data
Failures while transferring data over network

Data Storage Systems

Business Systems

Web Logs

Email Logs

Transaction Logs

Data Management 
Systems

Consumer 1

Consumer 2



Full dumps All data is provided at once and replaces all previous data.

Incremental Increments are provided in any order, data interval in an 
increment is provided as metadata. On an hourly, daily or 
weekly cadence.

Append Always appended at the end of the dataset. Order is assumed 
to be correct.

Stream Stream of incoming data as individual rows or in small 
batches. On a second, minute or hourly cadence.



ǒ Prepare data before loading so that target system can 
spend cycles on reporting, query, etc.

ǒ Requires transforms to know what reporting, query to 
enable



ǒ Made possible by more powerful target systems

ǒ Provides more flexibility at later stages than ETL



Kafka Kafka is a distributed, partitioned, replicated commit log service. It 
provides the functionality of a messaging system, but with a unique 
design.

Kinesis Amazon Kinesis is a fully managed, cloud-based service for real-time data 
processing over large, distributed data streams. Amazon Kinesis can 
continuously capture and store terabytes of data per hour from hundreds 
of thousands of sources. 

S4 S4 is a general-purpose, distributed, scalable, fault-tolerant, pluggable 
platform that allows programmers to easily develop applications for 
processing continuous unbounded streams of data.

Storm Apache Storm is a distributed realtime computation system. Storm 
makes it easy to reliably process unbounded streams of data, doing for 
realtime processing what Hadoop did for batch processing. 

Samza Apache Samza is a distributed stream processing framework. It uses 
Apache Kafkafor messaging, and Apache Hadoop YARNto provide fault 
tolerance, processor isolation, security, and resource management.

http://kafka.apache.org/
http://hadoop.apache.org/docs/current/hadoop-yarn/hadoop-yarn-site/YARN.html


Scalability Allows many producers and consumers. 
Partitions are the unit of scale.

Schema Variety Does not really solve this.

Network 
Bottlenecks

Can handle some variability without 
losing messages.

Consumer 
Bottlenecks

Kafka acts as a buffer allowing 
producers and consumers to work at 
different speeds.

Bursts Handles buffering of messages between 
producers and consumers.

Reliability, Fault 
Tolerance

Allows reading of messages if a 
consumer fails.


