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Abstract—This paper presents a framework to restore the 2D content printed on documents in the presence of geometric distortion

and nonuniform illumination. Compared with text-based document imaging approaches that correct distortion to a level necessary to

obtain sufficiently readable text or to facilitate optical character recognition (OCR), our work targets nontextual documents where the

original printed content is desired. To achieve this goal, our framework acquires a 3D scan of the document’s surface together with a

high-resolution image. Conformal mapping is used to rectify geometric distortion by mapping the 3D surface back to a plane while

minimizing angular distortion. This conformal “deskewing” assumes no parametric model of the document’s surface and is suitable for

arbitrary distortions. Illumination correction is performed by using the 3D shape to distinguish content gradient edges from illumination

gradient edges in the high-resolution image. Integration is performed using only the content edges to obtain a reflectance image with

significantly less illumination artifacts. This approach makes no assumptions about light sources and their positions. The results from

the geometric and photometric correction are combined to produce the final output.

Index Terms—Document restoration, geometric correction, shading correction, photometric correction, conformal mapping, document

processing.

Ç

1 INTRODUCTION

THE digitization of documents is a crucial first step in the
process of building an archive to support preservation,

access, and continued scholarship. Although printed docu-
ments have traditionally been digitized using flatbed scanner
technology, an increasing trend is to use cameras [30].
Camera-based imaging allows fast noncontact imaging of
printed materials and can accommodate those materials not
suitable for flatbed scanners, such as large and bulky items.
One consequence, however, is that camera-based imaging
does little to guarantee that items are flat when imaged. As a
result, unwanted distortion may be present in the final image
and will need to be corrected by postprocessing algorithms.

The degree to which distortion correction must be
performed depends on the goal of the digitization. The
vast majority of imaged items are text documents where
importance is placed on extracting the text printed within.
In such cases, distortion must be corrected only to the extent
of being able to extract text for tasks such as reading or
subsequent optical character recognition (OCR). For such
purposes, the final output is most often bitonal images.

There are, however, a number of imaged items where the
original printed content itself is desired. Examples include
items such as artwork, maps, photographs, or primary
source materials such as handwritten documents and
historical records. For such items, the goal of the digitiza-
tion is to produce digital facsimiles that represent the
original printed content as faithfully as possible. The work
presented in this paper targets this latter class of materials
from which the original 2D content is desired.

The problem then is straightforward: although printed
content is 2D, the material itself after printing does not
necessarily remain planar. This gives way to two types of
distortion that must be corrected after imaging: 1) geometric
distortion and 2) nonuniform illumination distortion. Printed
materials may not be flat for several reasons, including
folding and bending, damage and decay, or intentionally by
design. Fig. 1 shows an example of a document that suffers
from arbitrary folding. Image intensities comprising the
printed content of the document are distorted by the
document’s geometry and by shading artifacts from nonuni-
form illumination (also attributed to the geometry). Fig. 1b
shows that correcting geometric distortion alone is not
sufficient as the document still appears distorted due to the
shading cues. To fully recover the printed 2D content, both
geometry and illumination must be addressed, as shown in
Fig. 1c.

Geometric distortion correction of documents has re-
ceived a great deal of attention. Depending on the task,
techniques ranging from simple 2D planar deskewing to
distortion correction for arbitrary geometries have been
developed (for example, [25], [34], [47]). On the other hand,
the problem of correcting shading in the context of
document restoration, beyond the purpose of simple
binarization for text documents, has received significantly
less attention. Nevertheless, these are companion problems:
shape distortion induces shading irregularities that are
difficult to remove at image acquisition. Some of the few
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examples of work addressing both shape and shading
restoration [8], [47] assume restrictive geometric models
that limits their utility in general cases.

Our contribution. We present a system to rectify both
the geometry and illumination of distorted documents. The
type of 3D document shape we handle can be arbitrary; it is
not necessary for the shape to fit any particular parameter-
ized model. Our approach focuses on document imaging
tasks that target non-text-based materials. Therefore, as-
sumptions about the document’s printed content cannot be
exploited. Furthermore, the illumination correction cannot
be handled by simple binarization or image filtering.

To achieve our goal, we have designed a system that
acquires a 3D reconstruction of the document surface
together with a registered high-resolution image. Two-
dimensional conformal parameterization of the document’s
shape is computed in order to obtain a mapping that removes
shape-based distortion. The 3D information is also used to
address nonuniform illumination by allowing image inten-
sity changes (that is, the image gradient) to be reliably
classified into two sets: illumination changes and reflectance
changes. This classification scheme allows the gradient field to
be modified by removing all illumination edges caused by
the distorted surface normal, which is a direct result of
variations in 3D shape. This modified image gradient field
allows the computation of a corrected image with shading
artifacts significantly lessened.

The approaches of our system are cooperative in nature,
where the 3D shape and input image are used to correct for
both geometry and shading, and the results from these
procedures are combined to generate the final restored
2D document. The approaches presented in this paper have
several advantages over previous work in document restora-
tion. For geometric correction, our conformal mapping
approach is significantly faster than energy minimization
approaches and is solved as a linear system. With regards to
illumination correction, our approach does not need to
explicitly compute the number of light sources in the scene,
nor theirpositional information,whichisnecessaryforrelated
simulation-based techniques that also utilize 3D shape. From
a system standpoint, our contribution is a complete pipeline
for geometric and photometric restoration of arbitrarily
distorted documents.

Shorter versions of this work have appeared in [9], [35].
The work presented in [9] demonstrated how conformal
parameterization can be used for geometric correction,

whereas the work presented in [35] introduced the
technique to correct shading artifacts. We expand our
previous work to provide more clarity to the algorithms and
more thorough experimentation, including synthetic exam-
ples for quantitative evaluation.

The remainder of this paper is organized as follows:
Section 2 presents related work, Section 3 discusses the
acquisition system for obtaining the initial 3D data and
registered high-resolution image, Section 4 describes the
conformal parameterization for geometric correction, and
Section 5 describes the shading correction technique.
Experimental results are presented in Section 6. Sections 7
and 8 provide a closing discussion and conclusion.

2 RELATED WORK

Related work is divided into two categories based on either
a geometric or a photometric emphasis. Work involving
geometric correction is discussed in the context of docu-
ment restoration and mesh parameterizations.

2.1 Geometric Correction

2.1.1 Document Restoration

Distortion correction algorithms have traditionally focused
on planar skew found in flatbed-imaged items where the
imaged content is not aligned with the image axis. These
approaches use various techniques to compute affine or
planar transforms to deskew the image (for example, see [24],
[25]). Another type of distortion addressed is the curvature
distortion near the spine of a book. Although this distortion is
caused by the material’s nonplanar shape, the restrictive and
predictable nature of this deformation makes it relatively
easy to correct using cylindrical or cylindrical-like models
[11], [10], [24], [25], [36], [39], [42], [45]. In some cases, even
effects from the text degradation due the scanner’s sensor are
taken into account in the restoration process [24], [25].

Another class of algorithms exploit some a priori
knowledge about the imaged materials. Most of these
algorithms exploit the assumption that imaged content is of
text that should appear as straight lines and, therefore, try
to rectify distortion based on how the content deviates from
this straight-line assumption [29], [41], [46]. Other algo-
rithms consider the a priori known shape of the document
itself, for example, the boundaries of the document should
be rectangular. Given the distorted document’s image
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Fig. 1. (a) Original image exhibiting geometric and illumination distortion. (b) Geometry corrected. (c) Geometry and illumination corrected.



boundaries, the imaged content can be rectified back to a
rectangle using various algorithms such as constraints on
applicable surfaces or boundary interpolation [8], [21].

Techniques have been developed to address arbitrary
distortion that make no assumptions to the document’s
printed content or boundary. These approaches begin by
[6], [7], [34]. In these approaches, 3D structured-light
systems are used with a high-resolution camera to capture
an image of the document along with an approximation of
the document’s surface as a 3D triangulated mesh. For
sufficiently textured documents (such as text-based docu-
ments), two stereo cameras can be used instead of
structured lighting to reconstruct the 3D surface [40].

The idea now is to “flatten” the 3D surface textured with
the image of the document to generate a corrected represen-
tation. Although the 3D surface of a document should be
developable to a plane (that is, mapped to a plane without
distortion), it cannot be “flattened” by simple 2D retiling of
the surface triangles [34]. This is because the 3D mesh
represents only an approximation of the true surface, subject
to 3D reconstruction errors and undersampling. Thus, the
reconstructed surface is not truly isometric with a plane. This
results in the need to deform or overlap some of the triangles
in the flattening process. Overlapping triangles would result
in undesirable artifacts in the restored image and is
unacceptable in a restorative context. As a result, some notion
of deformation (that is, distortion) must be allowed in the 3D
to 2D mapping process.

Initial “flattening” techniques used relaxation methods
that maintained surface geodesics by minimizing distances
between the 3D vertices as they are pushed flat to a plane [6],
[7], [34]. This can be performed by associating some energy
with changes in adjacent vertices distances, such as spring
energy. This transforms the flattening problem into one of
energy minimization. Although these approaches are suc-
cessful, they suffer from being computationally slow. Brown
and Seales [6] state that their approach takes roughly one
minute to converge on a regularly sampled mesh with 46� 46
vertices. Pilu states [34] that over 1,000 iterations on a grid of
20� 15 3D points are needed. Although recent work [12] has
improved the computation time by changing integration
styles and distance energy used in the minimization process,
the algorithms are still iterative in nature.

In this paper, we address this flattening problem using
conformal mapping. A conformal map is a 2D parameteriza-
tion of a 3D surface such that angles are preserved.
Developable surfaces are completely conformal, which is
intuitive by their definition since no shearing or stretching is
necessary to map them to a plane. For general surfaces
(including nearly developable surfaces), a conformal map can
be computed that minimizes angular distortion. Note that this
is different from the distance preserving metrics initially
presented in [6] and [34]. Angular preservation can be
considered a weaker constraint than distance preserving,
because they allow for local changes in scale. However, as we
demonstrate in this paper, for the purpose of document
restoration, this conformal constraint can restore images of
distorted documents to within a single pixel of their
“flattened” representation and is on a par with distance
preserving techniques. In addition, the conformal parameter-
ization can be computed quickly by solving a linear system.

In the context of document correction, the closest to our
work is that proposed in [1]. In this work, triangles making up

the 3D mesh are mapped to a plane one by one, using the
results of the previous triangle’s mapping to guide the
subsequent triangle’s mapping. This one-by-one tiling
resulted in relatively poor results and provided no mechan-
ism to globally distribute the errors over the whole mesh.

2.1.2 Mesh Parameterization

Because our distortion correction algorithm operates on a
3D mesh representing the document’s surface, related
work can be found in the areas of computer graphics and
geometric modeling, where 2D parameterization of
3D meshes is of great interest for remeshing, surface
fitting, and computing texture coordinates. Approaches in
this area vary by the distortion metric used and the
underlying approaches employed. For a good overview of
various techniques, we refer the reader to [13].

Most relevant to our approach is that proposed in [18] that
parameterizes a 3D point cloud onto a 2D plane. This work is
significant because the algorithm could be formulated as a
linear system. This approach, however, has one caveat that
the initial boundary of the 3D mesh must be specified on the
2D plane. For document correction, this would require that
the shape of the boundaries of the document be known in
advance. Although this may be reasonable if the document’s
boundary can always be guaranteed to be rectangular, in
practice, however, this is not the case. Often, only a portion of
the document surface is extracted for flattening (for example,
see Fig. 5). The boundary of this extracted patch is not known
before restoration. Furthermore, some printed material’s
boundaries are not flat by design (for example, see Fig. 12).
Thus, a priori knowledge about the resulting print materials
boundary is a constraint we would like to avoid.

Recently, Desburn et al. [16] and Lévy et al. [28] presented
conformal parameterization techniques that could handle
arbitrary boundaries and could be cast as linear systems and
solved efficiently. Although these techniques were targeted
at a different set of applications such as mesh resampling and
parameterization for texture mapping, their basic idea served
as the impetus for our work, and we have adopted them for
use in document restoration.

2.2 Photometric Correction

Correcting shading distortion in documents, outside simple
image thresholding used on black-and-white text-based
documents, has received significantly less attention. Outside
the area of document processing, however, one finds a rich
set of approaches to shading correction. The intrinsic image
[3], for example, introduces the idea of decomposing an
image into two intrinsic images: a reflectance image and an
illumination image. With this intrinsic decomposition, the
reflectance image is decoupled from the scene’s illumination.
Recovering these two intrinsic images from a single image,
however, is an ill-posed problem as the number of unknowns
is twice the number of equations [43]. Nevertheless, progress
has been made toward achieving this decomposition under
certain conditions. Many techniques (for example, [5], [20],
[22], [32]) are based on the Retinex theory [27], which assumes
that the gradients along reflectance changes have much
larger magnitudes than those caused by illumination. These
techniques work well for slow-varying illumination changes
but cannot handle sharp illumination edges (as seen in
Fig. 1). Recent algorithms have used machine learning
techniques to separate illumination and reflectance [4], [37].
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Although they can deal with more complex situations, the
result depends largely on the training data set.

The above approaches typically do not require 3D
information but make some strong assumptions about the
scene. In a different direction, research in computer graphics
uses 3D information to recover arbitrary textures (reflectance)
[15], [19], [31], [44]. These approaches use physically-based
light transport simulation to remove the effect of existing
lighting conditions. A priori information of the lighting
conditions is typically required for good results.

For our approach, our shading correction exploits the
presence of the 3D geometry, necessary for geometric
correction. The 3D geometry is used to classify edges as
illumination edges or reflectance edges. This will be used to
remove the illumination edges to help rectify the overall
illumination of the 2D content.

3 SYSTEM OVERVIEW

Fig. 2 shows a diagram of our overall framework. A 3D
reconstruction and high-resolution image of a document are
acquired using a structured light system. Geometric and
shading corrections are performed separately. The two
results are then combined, using the mapping for the
geometric correction with the corrected illumination image
to produce the final output. Sections 3, 4, and 5 detail our
acquisition setup and the algorithms used to correct the
geometry and shading distortion.

Our 3D scanning system (shown in Fig. 3a) uses two digital

video cameras, a high-resolution still digital camera, and a

laser light source. The video cameras and the high-resolution

digital camera are calibrated using a physical calibration

pattern [38]. Since the laser is used only as a lighting device for

creating correspondences, it is not necessary for it to be

calibrated. The laser is mounted on a PC-controlled pan/tilt

unit and is fitted with a slot lens to form the beam into a thin

plane. The pan/tilt control allows the laser plane to be swept

across the document. The laser stripe generator, with 5-mW

power output at 635-nm wavelength, produces a 1-mm-wide

stripe on the document surface. The laser plane is imaged as a

stripe by the two video cameras at a resolution of 640� 480.

The stripe is localized to subpixel accuracy by fitting a

Gaussian curve to the intensity profile. Three-dimensional

points along this strip are reconstructed using triangulation

from the geometry of the two calibrated cameras.
The scanning system can acquire a 3D surface in

approximately three minutes and typically produces around
300,000 3D points. The 3D points have an average spacing of
0.6 mm and an average depth accuracy of 0.5 mm over a
typical surface area of 200� 280 mm. These detected
3D points are triangulated to obtain a 3D mesh that represents

the document’s surface. After the 3D surface is acquired, the
high-resolution still camera is used to capture a 2D image of
the document.

The triangulated 3D mesh can then be projected into the
image of the still camera, which has a resolution of
3; 072� 2; 048. Using the high-resolution image together with
the reconstructed 3D points, we can create a depth image as
follows:

Idðs; tÞ ¼ ðr; g; b; x; y; zÞ;

where ðs; tÞ are coordinates in the depth image, ðr; g; bÞ are
the corresponding red-green-blue (RGB) pixel values, and
ðx; y; zÞ is the corresponding 3D values on the document’s
surface that is observed at position ðs; tÞ. Fig. 3b shows an
illustration of this depth image. Regions in the depth image
that have no corresponding 3D points are ignored.

Storing the 3D and RGB data as one image makes it easy to
reparameterize the 3D surface to a lower resolution if desired
and serves to align the image gradients with geometry
gradients in the illumination correction procedure.

4 GEOMETRIC CORRECTION

The depth map Idðs; tÞ can be subsampled to produce a
3D mesh of desired resolution. This triangulated mesh is
used in the conformal mapping procedure.

The basic idea of the conformal mapping procedure is that
we want to map each triangle in the 3D mesh to a 2D plane
while preserving angles. As such, under ideal conditions, our
mapping would be a similarity mapping, allowing the
3D triangle to undergo change in translation, rotation, and
scale. Therefore, we are solving for a set of 2D coordinates
that minimizes the error in the piecewise similarity mappings
for each triangle in the 3D mesh to a location in the
2D coordinate space while maintaining the mesh’s topology.
The mapping that globally minimizes this error will be taken
to be the conformal map.

This differs from previous approaches that preserved

vertex distances. In these previous algorithms, scale cannot

change, as distances should be maintained. This results in a

stronger constraint in the “flattening” procedure and leads to

the need for iterative algorithms that compute the overall

distance change per mesh edge at each step. Although the

conformal mapping is a weaker constraint, we demonstrate
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Fig. 2. A system diagram of the overall document restoration process.

Fig. 3. (a) The 3D scanning system used to acquire the input data for our

restoration framework. (b) The resulting depth image captured by our

system. For each pixel Idðs; tÞ, we have an associated RGB color pixel,

as well as a 3D point ðx; y; zÞ.



that it is just as effective for geometric correction and more

efficient to obtain.

4.1 Conformal Mapping

Consider a continuous closed 3D surface represented by a

vector �ðu; vÞ, parameterized by u and v, with components

of x; y; z. The mapping R3 7!R2 of �ðu; vÞ to the uv-plane is

conformal [14] if and only if

r2� ¼ @
2�

@u2
þ @

2�

@v2
¼ 0; ð1Þ

where r2 is the Laplacian operator on �.

Since our input is a set of discrete 3D points reconstructed

on the document’s surface, we are looking for an inverse

mapping from ðx; y; zÞ7!ðu; vÞ. Consider now a 2D function

fðx; yÞ, parameterized by ðx; yÞ1 that returns a 2D point ðu; vÞ.
The 2D Laplacian operator can be satisfied by the Cauchy-

Riemann equation [26] such that

@f

@x
þ i @f

@y
¼ 0;

which implies

@u

@x
¼ @v
@y

and
@u

@y
¼ � @v

@x
: ð2Þ

To convert our problem to fit the form described in (2), the

mapping of the 3D surface to a 2D coordinate frame can be

reduced toR2 7!R2 by considering how to map the triangles of

a3Dmeshtotheircorrespondingtriangles intheuv-plane[28].

Each 3D triangle is converted to its local 2D coordinate frame

aligned by the triangle’s normal as shown in Fig. 4. Using this

idea, a meshM ¼ fpi2½1 n�; Tj2½1 m�g is generated, where pi are

then3D points acquired on the document’s surfaces and serve

as the mesh’s vertices, and Tj represents the resulting

m triangles, denoted as a tuple of three mesh vertices. The

coordinates of the mesh vertices, pi can be expressed by their

local coordinate frame, such that pi ¼ ðx̂i; ŷiÞ, which we will

write for notation simplicity as pi ¼ ðx; yÞ.
A triangle-to-triangle mapping is defined by a unique

affine transformation between the source and destination

triangle. If we consider the affine mapping fðpÞ7!q, where

p ¼ ðx; yÞ and q ¼ ðu; vÞ, where Tp1p2p3
is the source triangle

and Tq1q2q3
is the destination, then the two triangles’ vertices

are related as

fðpÞ ¼ area ðTp p2p3
Þq1 þ area ðTp p3p1

Þq2 þ area ðTp p1p2
Þq3

area ðTp1p2p3
Þ :

The partial derivatives (triangle gradient) of this equation is
given as follows:

@f

@x
¼ q1ðy2 � y3Þ þ q2ðy3 � y1Þ þ q3ðy1 � y2Þ

2 � area ðTp1p2p3
Þ ;

@f

@y
¼ q1ðx2 � x3Þ þ q2ðx3 � x1Þ þ q3ðx1 � x2Þ

2 � area ðTp1p2p3
Þ :

ð3Þ

This triangle gradient can be used to formulate the
Cauchy-Riemann equations stated in (2). This can be
written compactly in matrix form as follows:

@u
@x� @v

@y

@v
@xþ @u

@y

" #
¼

1

2AT

�x1 �x2 �x3 ��y1 ��y2 ��y3

�y1 �y2 �y3 �x1 �x2 �x3

� �
u1

u2

u3

. . .

v1

v2

v3

2
666666666664

3
777777777775
¼

0

0

� �
;

where �x1 ¼ ðx3 � x2Þ, �x2 ¼ ðx1 � x3Þ, �x3 ¼ ðx2 � x1Þ,
and �yi is defined similarly from (3); AT is the area of the
triangle defined by Tp1p2p3

. Solving this equation will find the
appropriate ðui; viÞ that are conformal on fðx; yÞ7!ðu; vÞ.
Working from this equation, a global system of equations,
Ax ¼ b, can be written that incorporates all the vertices and
triangles in mesh M, such that matrix A and vector x are
defined as

aj;i¼
�x

2ATj
; if pi2Tj

0; otherwise:

�
..
.

aj;2i¼
� �y

2ATj
; if pi2Tj

0; otherwise:

�
...................................................................................................

a2j;i¼
�y

2ATj
; if pi2Tj

0; otherwise:

�
..
.

a2j;2i¼
�x

2ATj
; if pi2Tj

0; otherwise:

�

2
666664

3
777775

u0

..

.

ui
..
.

un

...

v0

..

.

vi
..
.

vn

2
66666666666666664

3
77777777777777775

:

The entries, aj;i of matrix A, can be described as follows:
each triangle, Tj, occupies two matrix row entries located at
row j and 2j. For each triangle row pair, six entries per row
will result from the vertices pk 2 Tj occupying the columns
k and 2k with their corresponding �xk and �yk, as defined
above. This results in A being a 2m� 2n matrix, where m is
the number of triangles, and n is the number of vertices in
the 3D mesh. The entries for vector x are the desired
conformal points ðui; viÞ.
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1. Not to be mistaken with the surface ðx; y; zÞ points.

Fig. 4. Each triangle in the 3D mesh is converted from its full 3D
representation ðxi; yi; ziÞ to its 2D representation in its local coordinate
system defined by the triangles normal. The formula for conversion is
given in the figure. We now consider the mapping of the 2D x� y local
coordinates to the corresponding triangle in the uv-plane.



4.2 Solving the System

To obtain a unique solution for the system Ax ¼ b up to a
similarity, some vertices must be constrained—otherwise,
the ðui; viÞ could have any arbitrary orientation in the
2D plane. Fixing at least two values will give a unique
solution and constrains the orientation in the resulting
conformal map. For example, if we want to constraint
l vertices, pk, to map to specified conformal locations qk,
we modify the matrix A and vector b to reflect this constraint,
such that A’s l columns entries, ak and a2k, are removed from
the matrix A. A new b is constructed to incorporate this
constraint in the solution, such that

b ¼ � ak1
a2k1

. . . : akl a2kl½ �

uk1

..

.

ukl
vk1

..

.

vkl

2
666666664

3
777777775
;

where ai are the columns removed from A, and (uki and vki )
represent the constrained conformal values.

After computing the new A and b, the linear system can
be solved. Since, the solution is exact for only truly
conformal surfaces, the vector x is computed to minimize
kAx� bk2. This linear system can be solved using sparse
solvers such as Conjugate Gradient methods. The resulting
x vector contains the corresponding ðu; vÞ values for the
conformal parameterization.

4.3 Restoration Procedure

The location of each reconstructed 3D point, pi, on the
3D mesh has an associated 2D location in the depth image,
Idðsi; tiÞ. After the conformal map has been constructed, we
now have a mapping of the 3D mesh points to their
conformal locations ðui; viÞ. This implies that we also have
a mapping from the distorted input image coordinates to the
conformal parameterization, such that ðsi; tiÞ ! ðui; viÞ. The
restoration procedure is now a matter of warping pixels in
the input image to their locations in the restored image as
shown in Fig. 5. Using the available topology of the 3D mesh

in the 2D conformal space (for example, see the mesh
overlaid on the restore image in Fig. 5), this restoration
procedure becomes a simple matter of texture mapping the
distorted input image to the conformal space.

4.4 Specifying Fixed Vertices

As mentioned in Section 4.2, at least two of the vertices in the
3D mesh must be given fixed coordinates in the conformal
space to ensure a unique solution. If no existing knowledge of
the 3D mesh is available, then one reasonable choice is to fix
the coordinates that correspond to the diameter of the mesh,
that is, the two vertices in the mesh with farthest distance
apart. Fig. 6 shows an example. The first example in the
bottom row has no prior knowledge about the 3D point’s
relationship to image content. Arrows are drawn in Fig. 6 to
denote the two points selected, these correspond to vertices
that give the diameter of the mesh. These two corners are
chosen to map to conformal locations [0, 0] and [1, 1]. In the
second example, arrows are drawn to two vertices selected,
vertices that correspond to the bottom corners of the mesh.
Assume we know in advance that these points should lie on
the lower horizontal edge in the output image, we can
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Fig. 5. Overview of the geometric correction procedure. Using the 3D
depth image Idðs; tÞ, a 3D mesh can be generated by sampling ðsi; tiÞ
points to obtain points on the document’s surface. Conformal
parameterization is performed to map the mesh to 2D coordinates.
The corrected image is generated by warping the input ðsi; tiÞ to their
corresponding conformal coordinates ðui; viÞ. This can be performed as
simple texture mapping.

Fig. 6. Example of different constraints on the vertices. (Top) The distorted input image and its corresponding 3D mesh. (Bottom) The first image

shows vertices corresponding to the diameter of the mesh being fixed to locations [0, 0] and [1, 1]. The second image shows the specification of two

vertices that are known to line on the bottom horizontal axis of the document. These are fixed to be at locations [0, 0] and [1, 0]. The respective

corrected images are shown next.



therefore constrain them to conformal positions [0, 0] and
[1, 0]. This results in a horizontal orientation of the output
conformal map. The two images based on these different
constrained vertices are also shown in Fig. 6.

5 SHADING CORRECTION

Our shading correction uses the intrinsic image model
which represents an image I as the product of the scene’s
reflectance R and the illumination L, that is,

I ¼ L �R: ð4Þ

Using this model, our scene reflectance, R, is assumed to be
the 2D content printed on the document’s surface. Recovering
R will then allow us to produce a new I under uniform
illumination. Although the intrinsic image model does not
consider all illumination effects such as surface specularities,
it is a reasonable model for our goals. As mentioned in
Section 2, the intrinsic decomposition is ill posed given a
single input image. The problem we try to address is to correct
shading from a single image with known geometry but
unknown arbitrary reflectance and illumination. It is, how-
ever, still an ill-posed problem. Even with known geometry,
the lighting effect and surface reflectance are still interchange-
able. Therefore, some further assumptions have to be made.

We assume that visually noticeable discontinuity in the
imaged document, that is, an edge, is caused by either the
reflectance of the printed content or by nonuniform illumina-
tion. Under this assumption, if we can identify and remove
the image intensity change caused by the illumination edges,
we can restore the original reflectance image (limitations of
our assumption are discussed in Section 5.3). Thus, the
problem of shading correction is reduced to a classification
problem of illumination edges and reflectance (content)
edges. Previous approaches have used machine learning
techniques [4], [37] to perform this classification from a single
image, but this problem is inherently ambiguous from only
photometric information.

Our approach works from the 3D surface reconstruction
and the captured RGB image of the document. Although the
RGB tristimulus color space does have limitations in
representing the true color properties of the imaged materials
[23], this is currently the industry standard for commercial
imaging hardware and our algorithm is therefore based on the
RGB input. For computation on the image, such as computing
image gradients, we use the RGB image values directly.
However, when correcting the illumination, we make an
assumption that the illumination change on the 3D surface is
caused by a change in the pure white luminance in the scene
and therefore only affects the luminance component of the
input image. Thus, our RGB image is converted to the
YUV color space, which decomposed the color into luminance
(Y) and chrominance (UV) components and we perform our
restoration procedure only on the Y channel. The processed
Y channel is combined with the original UV’s to generate the
final image. It should be noted that this approach is not
optimal since severe shading variations will result in changes
in the U and V channels. Nevertheless, we found that this
approach produces more visually appealing images than
processing the RGB channels separately.

Since our framework has acquired the document’s
3D geometry, we can identify illumination edges based on
depth discontinuities on the document’s surface. Recall that

our input depth image, Id contains both RGB and depth
information. For convention with other work, we use the
variables ðx; yÞ to denote coordinates in this image, as Idðx; yÞ.
Also, we refer to Iðx; yÞ to mean the RGB components of the
depth image only. We first define the notion of illumination
edges and reflectance (content) edges:

. Illumination edge. An illumination edge is the
union of connected illumination pixels that lie on a
discontinuity in the RGB image and a discontinuity
in the associated depth values. Simply stated, these
are edges in the RGB image that correspond to edges
(discontinuities) in the 3D geometry.

. Reflectance edge. A reflectance edge is the union of
connected reflectance pixels that lie on a discontinuity
in the RGB image only. Simply stated, these are
edges in the RGB image that correspond to smooth
3D geometry.

Note that both types of edges correspond to visual edges in
the RGB image.

5.1 Illumination Edge Detection

Given the depth image with its RGB values and correspond-
ing per-pixel depth, we would like to detect illumination
edges. By its definition, illumination edges are RGB image
edges that correspond to discontinuous 3D geometry. We can
find these geometric discontinuities by examining the
gradient, denoted by the r operator, of the RGB and depth
values. Candidate illumination pixels can be detected by
simple thresholding of therId depth image, computed using
ðx; y; zÞ values only, and their union with a thresholded rI
that considers ðr; g; bÞ values only. Such operations can be
robustly performed using existing gradient-based edge
detectors such as a Canny edge detector. The result is a set
of edges, fEig, correspond to illumination edges. For an
example of a set extracted of illumination edges, see Fig. 10c.

5.2 Image Restoration

Our image restoration procedure starts with the image
gradient field, rI, of the input image. After illumination
edge detection, we set the gradient of the illumination
pixels (that is, p 2 fEig) to zero to remove the illumination
change at p in rI. We now wish to integrate the gradient
field in order to reconstruct an image with illumination
artifacts reduced. This can be achieved by solving the
Poisson equation as demonstrated in [33], where a scalar
function can be reconstructed from a guidance vector field
and a given boundary condition.

Let � stand for the image to be restored andw the guidance
vector field (that is, gradient field). The Poisson equation with
Dirichlet boundary conditions can be formulated as

r2f ¼ r � w; f j@� ¼ f�j@�; ð5Þ

where f is the unknown scalar function, f� provides the
desired values on the boundary @�, r � w ¼ @wx

@x þ
@wy
@y is the

divergence ofw¼ðwx;wyÞ, andr2 ¼ @2

@x2 þ @2

@y2 is the Laplacian
operator.

For our purpose, we only modify the gradient field, the
original input image is used as the boundary condition. The
idea behind our restoration can be considered as follows:
The Poisson equation will produce a scalar field (that is, a
new image) that tries to satisfy the boundary condition
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while maintaining the specified gradient field. With our
modified gradient field, pixels that lie on illumination edges
should now produce a gradient field that is equal to zero,
that is, the image region should no longer produce an edge.
The pixel values in the input image around illumination
edges will be modified to reduce the visible edge and
therefore remove the gradient. At the same time, these
changed pixels also try to maintain their initial values (the
boundary condition). Consider now that this is performed
globally over all input intensities and all gradient values,
thus, pixel values in regions where the underlying gradient
field has not been changed should not change, but those
regions where the underlying gradient has been changed
(illumination edges) should change. The result then is a new
image similar to the input, where the illumination edges are
reduced while maintaining the reflectance edges.

Our expected solution is therefore the unique solution of
the discrete form of the Poisson equation (5), where f is
discretized naturally using the underlying discrete pixel grid
of the image, �, and the vector guidance field w is set to be

wðpÞ ¼ 0 if pixel p 2 fEig;
rIðpÞ otherwise:

�
ð6Þ

In this form, the discrete Poisson equation is a sparse linear
system that can be solved numerically [33]. Note that
because we have zeroed out values in the gradient field that
correspond to illumination edges, it is no longer guaranteed
that the gradient field is integrable and, therefore, solving
the Poisson equation only provides a solution in a least
square sense in the recovered scalar field [2]. The conse-
quence of this can be exhibited as a smoothing effect near
illumination edges.

5.3 Bleed Correction

The techniques presented above make an assumption that the
illumination edges and reflectance edges do not overlap.
Although this assumption is made in other shading correc-
tion algorithms (for example, [27], [20]), it is rarely true in
practice. When the two types of edges intersect or overlap, the
restored images usually exhibits some color bleeding, that is,
the reflectance (content) edges are blurry near shading
boundaries; an example is shown in Fig. 7.

To ameliorate the bleeding problem, we compute its
gradient direction in both the depth image and the RGB
image. If the two directions differ by a large amount, we
consider this to mean that there is an intersection of
illumination and reflectance change. For such cases, we
remove this pixel from the illumination edge pixel set by
restoring its gradient value in the gradient field (6).

Fig. 7 demonstrates the effectiveness of this approach on
a synthetic checkerboard pattern. The first image in Fig. 7
shows the input image. The second image shows the
bleeding of pixel values where reflectance and illumination
edges coincide. In this example, the gradient field at these
pixel locations has been zeroed out because they were part
of an illumination edge (shown as vertical lines). If we find
that the direction of the RGB and depth gradients differ
significantly (in our cases, we set the threshold for
differences to be values greater than 30 degrees), the
gradient field at this point is restored. This corresponds to
the red points shown in the third image in Fig. 7. The results

of making this adjustment are shown in the fourth image,
which exhibits significantly less bleeding.

6 EXPERIMENTAL RESULTS

We have implemented our restoration framework outlined
in Section 3 and have tested it on a variety of inputs. In this
section, we first present quantitative results. In particular,
we demonstrate our results compared with those of our
previous work for geometric correction [6]. We show that
we get virtually identical results to the distance-preserving
approaches. Next, we demonstrate the shading correction
on synthetic results to show improvements in terms of peak
signal-to-noise ratios (PSNR). In the quantitative evaluation,
geometric and photometric corrections are evaluated
independently. These results are followed by qualitative
results to demonstrate the results on items representative of
a real-world digitization setup.

6.1 Quantitative Evaluation

Geometric correction accuracy. This example is intended to
show the results as compared with distance-preserving
flattening algorithms. In particular, we are using previous
data presented in [6]. This data was prepared by first taking a
control image before distortion and then distorting the
document. The document’s 3D information was captured
using the structured-light scanner similar to that described
in Section 3. The depth image is uniformly sampled to obtain
46� 46 3D points, resulting in a 3D mesh with 2,116 vertices
and 4,050 triangles.

Fig. 8 shows five test cases. A document was imaged before
it was warped (that is planar) and serves as the experiment’s
control. The five documents are restored using the conformal
mapping procedure described in Section 4. To evaluate its
geometric accuracy, we compare the distances between the
corners of the checkerboard pattern in the restored and the
controlled images. The corners are extracted automatically
using a corner detector. There are 96 corners in total. A
projective transform is used to align the restored document’s
and control’s extracted corners. Our experiments show that
the corner features in the restored images are within a pixel of
the control patterns checkerboard corners.

We see that our results are virtually identical to those
obtained in [6] using the distance-preserving approach.
Although they have a slightly higher error in some test
cases, of roughly 0.50 pixels, this should be taken into full
context. The algorithms presented in [6] took over a minute
to converge to a solution, whereas the conformal map takes
a matter of seconds in an unoptimized Matlab code. The
main purpose of this experiment is to show that the
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Fig. 7. Effects with and without bleed correction. From left to right: input
image, restored image exhibiting bleeding, illumination mask with pixels
that have been determined to be intersections of illumination and
reflectance edges marked (as red points), and the result with bleed
correction in place.



conformal mapping approach can be successfully used in
document restoration techniques that acquire a 3D repre-
sentation of the document’s surface. Thus, our approach
will provide the same improvements to the performance in
tasks such as OCR, as demonstrated in [6], [12].

Photometric correction accuracy. Synthetic images are
used to evaluate the accuracy of photometric correction.
Note that for these experiments, we do not correct the
geometry, only the effects of nonuniform illumination.
Fig. 9 shows five test cases, all with different distorted
geometry and texture (that is, content), which are rendered
in OpenGL with and without shading.

The image sets without shading serve as the experi-
ment’s control. The five documents with shading are then
restored using the procedure described in Section 5.
Treating the color deviation from the control image as
“noise,” the PSNR of the images before and after correction
are computed. Although it is easy to see the perceptual

improvement of the correction, the experiments show that a

quantitative improvement in PSNR (of up to several

decibels) can also be obtained.

6.2 Qualitative Results

Fig. 10 shows an example of a distorted document that has

been processed by our framework. The 2D content is of a

checkerboard pattern. Fig. 10a shows the input image and

3D shape acquired by our system. Fig. 10b shows the

resulting output image after geometric correction. In

Fig. 10c, the top image shows the document’s shading

artifacts corrected and the bottom image shows a pixel

mask denoted illumination edges. Fig. 10d shows the final

output combining the results from both restoration algo-

rithms. The document content looks significantly better

than the input image. The lines are straight and the

illumination appears uniform.
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Fig. 8. Results of geometric correction algorithm applied to five test cases. The figure shows the imaged documents and their corresponding

3D meshes. The conformal mapping and resulting restored images are shown. The last row shows the experimental control and quantitative results.

The mean pixel distance (and standard deviation) between the checkerboard corners of the restored and control images are given. This is compared

with a distance-preserving approach.



Fig. 11 shows a colored example. This is an example of a

map that has been folded at one time and is not completely

unfolded when imaged. This example has significant shading

artifacts. The first image shows the input image. The second

shows the acquired 3D mesh. The third image shows the

geometry rectified with the original input shading. The last

image shows the final recovered 2D content. In this example,

simple thresholding or image filter is not applicable to correct

the shading. Our additional shading correction provides a

significant improvement in the restoration.
Our next example is an oriental fan shown in Fig. 12. The

design of the fan itself is problematic for imaging. Fig. 12
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Fig. 9. Results of our photometric correction algorithm applied to five test cases. The input RGB images are decomposed to YUV, and the correction

is applied on to the Y channel, which is combined with the original UV to obtain the output image. The figure shows the simulation images, generated

in OpenGL, with/without shading in the first and third row separately, and the corresponding shading correction image are shown in the second row.

The table shows quantitative results. The PSNR of the images before and after correction are given. PSNR is computed over the RGB space.

Fig. 10. Example of using our framework: (a) captured texture image and 3D geometry, (b) geometric distortion corrected, (c) input image with

shading corrected and the illumination edge mask, and (d) results combined to generate the final output of the document without geometric and

shading distortions.



shows the original input, the 3D surface reconstruction, the
results from geometric rectification and the results from both
geometric and shading rectification. Although some bleeding
is evident in the shading correction, the final image is
nonetheless an improvement over the original input.

7 DISCUSSION

Our system is useful in correcting both geometric and
shading distortion. The nature of our approach does assume
that the cameras can observe the entire surface, that is, there
are no self-occlusions on the document surface. In addition,
accuracy in the geometry distortion is related to sampling of
the 3D mesh. In the experiments with the five checkerboard
patterns in Section 6, we use a simple mesh of 46� 46 vertices,
which was sampled uniformly over the depth image. In
practice, much better (and higher) sampling that better
preserves the documents surface can be used. Having said
this, we also find in practice that even low-resolution
sampling can give sufficient results. For example, experi-
ments presented in [34] used only 20� 15 surface samples to
reconstruct the document’s surface with acceptable results.

Although the algorithm can correct geometric distortion, it
cannot fill in missing intensity information lost due to
projection. Therefore, regions of high deformation may
appear blurry in the restored image due to a lack of intensity
information. To address this problem, multiple images of the
distorted document would need to be captured and regis-
tered to fill in missing intensity information.

Suchgeometricandimagesamplingissuesareproblematic
for all restoration approaches based on geometric models.
Instead, our goal is to show that the conformal parameteriza-
tions of the document’s 3D surface can be used to restore
arbitrarily distorted documents to within a single pixel of their
true planar representation. These results are virtually iden-
tical to previous techniques based on distance-preserving
algorithms;however, theconformalmapcanbecomputedina
matter of seconds.

With respect to correcting shading, our formulation

cannot deal with smooth shading changes or those caused

by shadows. Smooth shading changes fit well with the

Retinex theory [27] and can therefore be removed by many

existing techniques such as the bilateral filtering technique

[32], which is relatively simple to implement. Sharp shadow

edges are more challenging to remove. Under certain

lighting assumptions, it has been shown that hard shadows

can be successfully removed by first finding a shadow

invariant image [17]. Although we have not implemented

these techniques, we envision that the resulting image from

our approach can be further processed to remove these

shading artifacts we currently do not address.

Although 3D scanning may seem excessive for document

imaging, for rare and valuable documents, for example, those

found in special collections and museums, such processing is

often warranted. In addition, these types of documents are

more likely to suffer from geometric distortion and require

special imaging approaches. Very old documents, which are

often brittle and dry, are at risk for tearing and breaking when

physically handled. Our system provides a viable alternative

to physical restoration for such items.

8 CONCLUSION

We have demonstrated a system for correcting geometric and

photometric distortion in the image of arbitrarily distorted

documents. Our approach acquires a 3D reconstruction of the

document together with a registered high-resolution

2D image. Conformal mapping is used to remove geometric

distortion by mapping the 3D surface to a plane while

minimizing angular distortion. Illumination correction is

performed by using the 3D shape in order to distinguish

between content gradient edges and illumination gradient

edges. The results of these two processes are combined to
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Fig. 11. (From left to right): original image, 3D mesh, geometry corrected, and geometry and illumination corrected.

Fig. 12. An oriental folding fan. (a) Input original image, (b) 3D view of the scanned data, (c) fan geometry rectified, and (d) final image with geometry

and shading corrected image.



remove geometric and photometric artifacts from images of

distorted documents. As demonstrated in this paper, our

approach can significantly improve the visual appearance of

the content printed on distorted documents.
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