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Hyperspectral imaging (HSI) of historical documents is becoming more common at national libraries

and archives. HSI is useful for many tasks related to document conservation and management as it

provides detailed quantitative measurements of the spectral reflectance of the document that is not

limited to the visible spectrum. In this paper, we focus on how to use the invisible spectra, most notably

near-infrared (NIR) bands, to assist in visually enhancing old documents. Specifically, we demonstrate

how to use the invisible bands to improve the visual quality of text-based documents corrupted with

undesired artifacts such as ink-bleed, ink-corrosion, and foxing. For documents of line drawings that

suffer from low contrast, we use details found in the invisible bands to enhance legibility. The key

components of our framework involve detecting regions in the document that can be enhanced by the

NIR spectra, compositing the enhanced gradient map using the NIR bands, and reconstructing the final

image from the composited gradients. This work is part of a collaborative effort with the Nationaal

Archief of the Netherlands (NAN) and Art Innovation, a manufacturer of hyperspectral imaging

hardware designed specially for historical documents. Our approach is evaluated on historical

documents from NAN that exhibit degradations common to documents found in most archives and

libraries.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Hyperspectral imaging (HSI) captures a densely sampled
spectral response of a scene object over a broad spectrum
including invisible spectra such as ultra-violet (UV) and near-
infrared (NIR). Hyperspectral imaging has been employed in
various scientific disciplines to provide valuable data for fields
such as astronomy [1,2], earth science and remote sensing [3,4],
and computer vision [5]. With the advances in technology and
cost reductions, hyperspectral imaging of historical art works and
documents is now accessible for use in national libraries and
archives [6,7].

One advantage of HSI in document imaging over the standard
3-channel imaging (i.e. RGB) is that HSI provides a detailed
quantitative measurements of the document spectral response.
Traditional RGB imaging, on the other hand, contains only a
subset of the information available by combining response of all
visible electro-magnetic (EM) radiation into three bands. This
makes HSI more suitable for tasks that require accurate quanti-
tative measurement such as conservation, detecting damage,
and analysis of features in the document (e.g. ink and pigments)
and changes over time due to aging or light exposure. In addition,
ll rights reserved.
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hyperspectral imaging provides measurements in the invisible
spectrums (NIR, UV) which further enrich the analysis and
enhancement of the data. Measurements in the invisible spectral
bands provide more information about the document being
imaged by sometimes seeing more than the visible range and
by sometimes seeing less. This is demonstrated by two examples
in Fig. 1. For the first example, the NIR band at 900 nm (Fig. 1(b))
provides more salient gradient details than the document in
the visible band at 500 nm (Fig. 1(a)). Conversely, for the second
example, the NIR band at 800 nm (Fig. 1(d)) is better for
guiding enhancement than the 450 nm visible band (Fig. 1(c))
since artifacts such as ink-bleed and ink-corrosion are less
prevalent.

The goal of this paper is to take advantage of hyperspectral
images of historical documents to visually enhance the docu-
ment’s content by exploiting additional information provided by
the NIR bands. The visual enhancement in this paper is applied to
the RGB image of the hyperspectral data as the RGB image is the
most natural visualization of the data. In this work, we are
interested in two tasks. For the text-based documents that are
corrupted with artifacts such as ink-bleed, corrosion, and foxing,
we use the invisible bands which capture much less artifacts than
the visible bands to clean up the artifacts in the documents while
preserving the look and the feel of the original document. For
drawing-based documents that contain low contrast regions, we
use NIR bands which capture more details than the visible bands
ld documents with hyperspectral imaging, Pattern Recognition

www.elsevier.com/locate/pr
dx.doi.org/10.1016/j.patcog.2010.12.019
dx.doi.org/10.1016/j.patcog.2010.12.019
dx.doi.org/10.1016/j.patcog.2010.12.019


Fig. 1. Hyperspectral imaging provides measurements in invisible spectral ranges which helps to improve data analysis. In the first example, the image in the NIR band

(b) captures more details of the image content which is barely seen in the visible band (a). In the second example, the NIR image (d) is useful because it does not exhibit as

many undesired artifacts as the visible bands (c). (a) 500 nm. (b) 900 nm. (c) 450 nm. (d) 800 nm.
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to enhance the contrast in the documents. The data are enhanced
in the gradient domain which has been shown to be effective for
many computer vision tasks such as image editing [8], contrast
adjustment [9], image stitching [10], and intrinsic image compu-
tation [11]. The key components of our algorithm include detect-
ing regions that can be enhanced by the additional NIR spectral
images, compositing the enhanced gradient map from NIR
images, and reconstructing the final image from gradients using
an optimization scheme.

This work is a part of ongoing collaborative effort with the
Nationaal Archief of the Netherlands (NAN), one of Europe’s
leading research archives, and Art Innovation, a manufacturer of
hyperspectral imaging hardware designed for historical docu-
ments. The documents processed in this paper, which are indica-
tive to the type of artifacts common to historical documents, are
imaged at the NAN using the SEPIA Quantitative Hyper-Spectral
Imager (QHSI) device developed by Art Innovation [12]. The
device performs hyperspectral imaging by capturing a very
narrow spectral band of EM radiation one at a time by placing a
bandpass filter in front of the light source to block out all but a
selected band of the EM spectrum. A monochromatic camera is
then used to capture the amount of light that is reflected by the
document at that selected band. The filter is changed for each
image, thus capturing different parts of EM spectrum to build up
the HSI (Fig. 2).

The QSHI device captures images at different wavelength
bands from 365 (UV) to 1100 nm (near-infrared (NIR)) with the
step size of 10 nm in most cases except the bands in 300 and
1000 nm’s. The images have the resolution of 4 mega pixels
(2048�2048) for a physical surface area of 125 mm �125 mm
and are captured at 16 bit per pixel. Such high-resolution
(approximately 256 pixels per mm2) provides a reliable spatial
measurement suitable for even thin lines of handwriting and
printed text.

The remainder of the paper is organized as follows: we
begin by reviewing related work in Section 2. In Section 3, we
introduce our algorithm for visually enhancing old documents
using the hyperspectral data. We show experimental results in
Please cite this article as: S.J. Kim, et al., Visual enhancement of o
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Section 4 and conclude with a discussion about our algorithm and
future work.
2. Related work

As hyperspectral imaging is a relatively new procedure in
libraries and archives, less existing work is available in the context
of document processing. Here related works are discussed in the
areas of document processing and image fusion, with more empha-
sis placed on image fusion given the larger body of relevant work.

2.1. Document processing

The majority of existing work for historical document processing
focus on standard 3-channel (RGB) imaging (e.g. representative
examples include [13–16]). In this area, the closest related works
have focused on ink-bleed correction. However , these approaches
have no additional benefits of spectral bands and thus have to make
prior assumptions about the ink-corrosion [14,17,18] or enlist the
help of the user in the form of training-data [15,19]. In addition,
these approaches only consider classification of the ink-bleed, the
final output is a binary image—there is no mechanism to preserve
the look and feel of the original document.

Applying multispectral imaging to historical document is
addressed in the work on Archimedes Palimpsest [20,21]. The
Archimedes Palimpsest is a manuscript containing several trea-
tises by Archimedes that was erased, overwritten and bound into
a prayer book 800 years ago [20]. Works on this data concentrate
on separating different sources of writing to recover the erased
Archimedes writings. The data are assumed to be a linear mixture
of different patterns (writings) and different methods for the
source separation such as spectral unmixing [20] and indepen-
dent component analysis (ICA) are used to recover the hidden
texts. Although the work in [20,21] share a similarity with the use
of spectral imaging, the goal set forth in our work differ. In
particular, we are interested in enhancing the document while
maintaining the look-and-feel of the original documents as
ld documents with hyperspectral imaging, Pattern Recognition
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Fig. 2. Hyperspectral imaging process. At each scan, a monochrome camera measures the reflected light from the document surface. The document reflects a very narrow band of

EM radiation due to the bandpass filter positioned in front of the light source (500 nm in this example). This process is repeated using 70 different bandpass filters to build the HSI.
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closely as possible, while [20,21] attempt to recover underwritten
text irrespective to original document’s appearance.
1 The distinction between multispectral vs. hyperspectral is typically related

to the number of bands as well as the manner in which the data is collected. We

refer to our data as hyperspectral as it provides a densely sampled (10 nm

intervals) spectral response from a single sensor.
2 Note that there is no RGB image in the HSI data. The RGB image must be

computed by applying synthetic lighting and integrating the visible spectral

response.
2.2. Image fusion

Image fusion is another closely related topic to our work. There
are several different categories in image fusion. Image fusion plays a
vital role in remote sensing where the goal is to fuse different types
of images from satellites or aircrafts to provide an increased visual
saliency of the area being imaged. The types of imagery provided
cover different portions of the electro-magnetic spectrum at differ-
ent spatial, temporal, and spectral resolution [22]. In many cases, the
focus of fusion techniques in remote sensing is to assist with the
interpretation of the data in many cases by simple false-coloring.
A comprehensive review of image fusion in remote sensing is
offered in [23].

In computer vision and graphics, image fusion of flash/no-flash
photographs has gained interest to assist in imaging in dark environ-
ments. In [24,25], flash images were used to significantly enhance
details and reduce noise in ambient images. Both of these approaches
use joint-bilateral filters to decompose images into detail and base
layers, and reconstruct the image by combining the large scale of
ambient image and the detail of the flash image. In [26], a gradient
projection scheme for flash/no-flash image fusion was introduced
with the goal more focused on the removal of flash artifacts. In
related work, image fusion technique for combining images captured
under different illumination for context enhancement was introduced
in [27].

The closest work to ours is the multispectral image fusion
methods introduced in [28–30]. In [28], a video taken in a low light
environment is enhanced by fusing the visible-spectrum video with
the video simultaneously captured with a infrared sensor. This work
introduced a modified bilateral filter suited for multispectral ima-
gery to essentially decompose the images to low frequency contents
and details. In [29], low contrast photographs were enhanced with
NIR images by incorporating texture information from NIR. They
apply wavelet decomposition to decompose the image into low
frequency and high frequency details similar to other methods. The
details of the NIR image are transferred by histogram matching. An
extension of flash/no-flash techniques to multispectral imaging was
introduced in [30]. In their work, a prototype of camera and flash
that also uses infrared and ultra-violet was presented. They exploit
the correlations between images at different spectral bands to
reduce noise and add fine details in the ambient image.
Please cite this article as: S.J. Kim, et al., Visual enhancement of o
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Our work can be viewed as the extension of the multispectral
image fusion to hyperspectral image fusion.1 In multispectral
image fusion methods [28–30], images consist of three visible-
spectrum images (RGB) and one extra image that integrates
information in NIR (an extra UV image is included in [30]). In
contrast, we deal with much more images densely sampled over a
broad range of spectrums. The hyperspectral image examples
shown in this paper contain 70 images sampled from 365 to
1100 nm. This brings more challenges to the fusion problem since
there is significantly more information available. Hence, one of
the main contributions of this paper is to present methods to
detect regions in the visible-spectrum images that can be
enhanced by using the information from NIR images and to
extract a single map containing information to be fused from all
the NIR images.
3. HSI document enhancement algorithm

As mentioned earlier, there are two types of enhancement that
are targeted in this paper. With text documents, our algorithm
aims to remove the undesired artifacts, notably ink-bleed,
ink-corrosion, and foxing (age related spots). The final results
are enhanced documents that still maintain the look of the
original with the undesired artifacts significantly reduced. For
this task, the images in the invisible range provide the source for
the background of the enhanced image since invisible range
images are much less affected by the corrosive artifacts. With
documents that contain line drawings with low contrast that is
attributed to ink-corrosion, our algorithm increases the contrast
and adds image details not present in the visible range. For this
task, the invisible range images are sources of foreground ink
with salient gradient details.

While the data can be enhanced by modifying each spectral
band image in the visible spectrum and then constructing an RGB
image, we chose to enhance the RGB image of the hyperspectral
data to reduce computation.2 The enhancement is performed in
ld documents with hyperspectral imaging, Pattern Recognition
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the gradient domain and both tasks follow similar procedures. In
the first step, pixels are segmented into two groups: a group that
should remain the same (group A) and a group that needs to be
enhanced (group B). A new gradient map is then composited by
combining gradients from different spectral band images. For the
pixels in the group A, the gradients remain unchanged. For the
pixels in the group B, the gradients are replaced by the gradients
from the invisible band images that suit the purpose of the task.
Finally, output images are reconstructed from the gradient maps
by an optimization scheme.

The following notations will be used throughout the paper.
The term Il indicates the image of the data at a spectrum l, x
indicates a pixel location, and sx is the spectral response of the
point x:

sx ¼ ½Il1
ðxÞ,Il2

ðxÞ, . . . ,Ilm
ðxÞ�T :

In the following, we describe our algorithm starting with details
for compositing gradient maps to reconstructing images from
gradients.
3.1. Gradient map composite for artifact removal in text-based

documents

Fig. 3 summarizes the algorithm for compositing a gradient
map for the artifact removal tasks in text documents. The first
step is to segment the input into foreground (texts) and back-
ground. In our system, we employ a simple user-assisted strategy
where the user needs to only provide a mark-up on a small area
that belongs to the foreground. After the segmentation, the mean
spectrum of the foreground pixels (p) is computed, then a
similarity map S for all the pixels is computed (Fig. 3(b)):

SðxÞ ¼ 1�
Jp�sxJ

2

m
, ð1Þ

where m is the number of spectral samples. After applying
thresholding, we get a binary mask M which has 1’s only in the
foreground region. To composite a new gradient map (G) for the
enhancement, we use the gradient of the original image (rIi) for
the foreground and the gradient of an image from the invisible
range (rIl, 700olo ¼ 1100) for the background. The band with
the smallest variation in the background region is chosen for the
Il. Hence, the gradient map G is generated as follows:

G¼M3rIiþð1�MÞ3rIl: ð2Þ

The operator 3 is the Hadamard product. This procedure is applied
individually to each of the RGB channel of the input image.
Fig. 3. Gradient map construction for text documents: (a) input image and an user m

(d) gradient composite G.

Please cite this article as: S.J. Kim, et al., Visual enhancement of o
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3.2. Gradient map composite for contrast enhancement in drawing-

based documents

For the contrast enhancement task, the procedure is similar to
the procedure for the artifact removal, but can be performed
automatically. The first step is to determine which regions can be
enhanced by using the additional information from the NIR bands.
To do this, we use the observation that the local contrast of
regions that can be enhanced with additional spectral bands is
much higher in the NIR bands than the local contrast in the visible
bands. In Fig. 4(a), the local contrast inside the drawings of the
ships is extremely low in the visible bands (for example, points p1
and p2). The local contrast inside these regions greatly increases
in the NIR bands as can be seen in Fig. 4(b) and (c). In contrast, the
local contrasts remain constant throughout the spectrum in some
other regions in the data (points p3 and p4). It is unnecessary to
enhance these regions with additional bands and risk amplifying
sensor noise. Using the insight explained above, we compute a
saliency map (S, Fig. 5(a)) as follows:

SðxÞ ¼
1

mu

X

lANIR

max
yANðxÞ

jIlðxÞ�IlðyÞj�max
yANðxÞ

jIiðxÞ�IiðyÞj, ð3Þ

where Ii is the input image, N(x) refers to the neighbors of x, and
mu is the number of spectral bands in the NIR. In this paper, we
use the size of 7�7 for the neighborhood.

After thresholding the saliency map S with a morphological
operation to increase its size slightly, we again obtain a binary
mask M as the previous task (Fig. 5(b)). The foreground mask M

has 1’s only in the region where the enhancement is necessary.
A new gradient map G for the enhancement is computed as follows:

G¼M3 Guþð1�MÞ3rIi: ð4Þ

Determining the new gradient Gu in Eq. (4) is the key to enhancing
the details in the original image. One option for computing Gu is to
select a band in NIR with high contrast similar to choosing a band
with lowest variation as the background in Section 3.1. This may
not be the best choice since we have observed that different
regions in the image have higher contrast in different NIR bands.
Hence one suitable option for computing Gu is to integrate
information from all available NIR bands and choose different
bands to provide the strongest gradients for each pixel in these
regions. To maintain spatial consistency in this gradient assign-
ment we formulate the problem as a Markov Random Field (MRF)
where each pixel x is assigned a label lxANIR. To solve the MRF,
the following energy is minimized in order to find optimal pixel
labels:

E¼ EdþoEs, ð5Þ

where Ed is the data-cost energy reflecting the likelihood of
assigning a label to each pixel, Es is the smoothness energy
ark-up, (b) similarity map S, (c) gradients for foreground rIi and background rIl ,

ld documents with hyperspectral imaging, Pattern Recognition
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Fig. 4. We detect regions where the local contrast is much higher in the NIR bands than the visible bands to apply enhancement using the NIR bands. (a) image at 500 nm.

(b) image at 900 nm. (c) spectral plots.

Fig. 5. Gradient map composition for enhancement: (a) saliency map S (Eq. (3)), (b) binary mask M, (c) original gradient map rIi, (d) new gradient composite G.
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representing the cost of assigning different labels to adjacent pixels,
and o is the weight that controls the strength of the smoothness
term. The data cost Ed is computed as follows:

Edðlx ¼ lÞ ¼�jrIlðxÞj, lANIR: ð6Þ

We enforce smoothness on adjacent pixels (p, q) with the following
smoothness cost:

Esðlp,lqÞ ¼ jlp�lqj: ð7Þ

Our MRF is optimized using the Middlebury MRF library [31] with
the graph-cuts solver [32]. After the labeling is complete, the
gradient map Gu is constructed as follows:

GuðxÞ ¼rIlx ðxÞ: ð8Þ
3.3. Image reconstruction from a gradient map

We now have to reconstruct an image from the gradient map
computed in Eqs. (2) or (4). The goal is to reconstruct an image R

in which the intensities are close to the input image Ii and the
gradients are close to the computed gradient map G. We use the
following cost function for the reconstruction which is similar to
the one used in [30]

argmin
R

X

x

½gðRðxÞ�IiðxÞÞ
2
þjrxRðxÞ�bGxðxÞj

aþjryRðxÞ�bGyðxÞj
a�,

ð9Þ

The first term in Eq. (9) forces R to be close to the input image Ii under
an ‘2 norm. The second and the third term make the gradients of the
reconstructed image R to be close to the gradient map G under a
sparse norm (ap1) where sub-indices x,y refer to the gradient
directions. Using the sparse norm on the gradient terms encourages
the edge structures in R to align spatially with those in G in contrast
to the ‘2 norm where rR will be matched closely with G [30]. The
parameter g controls the balance between the effect of the first term
and the gradient terms. The parameter b controls the strength of the
gradient composite on the final image.
Please cite this article as: S.J. Kim, et al., Visual enhancement of o
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To optimize Eq. (9), we modified the fast optimization scheme
used for image deconvolution recently introduced in [33]. With
this optimization scheme, we were able to process our recon-
struction in 20 s per channel, a significant improvement over the
suggested solver in [34,30] which required 8 min per channel.
4. Experiments

The first set of experiments target the removal of artifacts on the
documents. The document in the first example (Fig. 6) is visually
corrupted with foxing. The result of our enhancement algorithm is
shown in Fig. 6(b). The foxing artifact is greatly reduced in the
enhanced image while the texture and the look of the original image
is preserved. The ability to preserve the look and feel is one
significant advantage offered by having the additional gradients in
the NIR information. In related document processing work
[13–15,19], the output of the artifact removal is a binary image
with a uniform color background and a color for the foreground.
While the binarization enhances the ability to interpret the data, the
texture and the look of the original document is completely lost.
This is shown in Fig. 6(c) where the background is filled with the
mean RGB of the background in the original image with a Gaussian
noise (to simulate the paper texture). As can be seen, this looks
unnatural compared with the HSI enhancement. Another example of
artifact removal is shown in Fig. 7. In this example, a document is
corrupted with mild ink-bleed. Using our method, the ink-bleed
artifact is removed while the textures and the lines in the original
image are preserved. Note that the watermark in the original image
is also preserved in our reconstruction. While thresholding could be
used to remove the ink-bleed for this input, replacing the back-
ground with the mean RGB completely loses the feel and important
features such as lines and the watermark of the document (Fig. 7(c)).
The document in Fig. 8(a) is significantly more affected by ink-bleed
and corrosion. The artifacts are greatly reduced using algorithm as
can be seen in Fig. 8(b). Some artifacts can be still seen in this
example because the spectrum of the pixels with strong ink-bleeds
have the same spectral properties as the foreground text. Additional
ld documents with hyperspectral imaging, Pattern Recognition
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Fig. 7. (a) The original RGB image is visually enhanced by removing the ink-bleed artifact. (b) With the hyperspectral data, the enhanced image preserves the texture and

the look of the original image. Note that the watermark and the underlines on the image are preserved. (c) Image reconstructed by replacing the background with the mean

value completely loses the look of the original document.

Fig. 6. (a) The original RGB image is visually enhanced by reducing the foxing artifact. (b) With the hyperspectral data, the enhanced image preserves the texture and the

look of the original image. (c) Image reconstructed by replacing the background with the mean value does not look natural.

Fig. 8. (a) The original document contains severe ink-bleed and corrosion artifacts. (b) The artifacts are reduced and the image is visually enhanced with our algorithm.

A close views of selected regions are shown in (c).
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user assistance such as in [19] could be used for further enhance-
ment of the document in this case.

Next, we show results on the contrast enhancement of docu-
ments with line drawings. Fig. 9(a) shows a part of early map of
Please cite this article as: S.J. Kim, et al., Visual enhancement of o
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Syracuse drawn circa 1700. Due to corrosion, contrast in some
parts of the map decreased resulting in the loss of details (see
close-up view in Fig. 9(a)). We first test contrast enhancement by
using just one NIR band as the source for the gradient map as the
ld documents with hyperspectral imaging, Pattern Recognition
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Fig. 9. Original image with low contrast in some parts (RGB, (a)) is enhanced using images in NIR range. Using just one NIR band does not give satisfactory results since one

band does not capture the best contrast for all regions. Hence a scheme for integrating information from all NIR bands is necessary. (a) Original image in RGB. (b) Image

enhanced with 750 nm. (c) Image enhanced with 850 nm. (d) Image enhanced with 950 nm.

Fig. 10. (a) The enhancement result using our algorithm. The contrast is greatly enhanced and the details on the ships and on the houses is now recovered. (b) Close-up

views of the original RGB image (top), our enhancement result (middle), and histogram equalization result (bottom).
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artifact removal examples. Fig. 9(b)–(d) show enhancement
results using NIR images at 750, 850, and 950 nm respectively.
Since images at different wavelength show different contrast in
Please cite this article as: S.J. Kim, et al., Visual enhancement of o
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different regions, one image is not enough to yield enhancement
in all areas. For example, while the house region is enhanced well
in Fig. 9(b), the details of the textures on the ships are still not
ld documents with hyperspectral imaging, Pattern Recognition
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Fig. 11. Labels for the gradient map composite: (a) labeling of pixels indicates which band image (nm) to use to get gradients, (b) image at 720 nm, (c) image at 880 nm,

(d) image at 1000 nm.
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apparent in this image. While the details of the ships are
recovered with the image at 850 nm (Fig. 9(c)), the area with
the house is blurred due to low gradients in this region at this
wavelength. Both areas are washed out at 950 nm, but this image
provides the most clear view of the hole in one of the ships
(see the closed-up view in Fig. 9(d)). Hence, the best strategy for
enhancing contrast in documents with line drawings would be to
integrate information from all available NIR bands as we pro-
posed in Section 3.2. Fig. 10 shows the result of our contrast
enhancement. Details lost in the original RGB image are recovered
and all regions are equally enhanced in contrast to the results
from using just one band (Fig. 9). Fig. 11 shows some of the
labeling results by our MRF framework. As can be seen from the
labeling map, information from different bands are integrated. For
example, lower NIR band images were used to provide strong
boundaries of the ships, mid NIR band images were used to
provide details inside the ships, and the highest NIR band image
was used to distinguish the hole in one of the ships. Our
enhancement result is compared with the enhancement using
local histogram equalization in Fig. 10. While the contrast is
enhanced and the details are revealed by applying histogram
equalization locally to each region, the noise is also amplified and
the original color is lost in the process. We also applied global
histogram equalization to the whole image which did not give a
satisfactory result.
5. Discussion

We have described how to take advantage of hyperspectral
imaging, most notably using images in near-infrared to assist in
Please cite this article as: S.J. Kim, et al., Visual enhancement of o
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visually enhancing old documents. Specifically, we demonstrated
how to improve the visual quality of text-based documents
corrupted with artifacts such as ink-bleed, ink-corrosion, and foxing,
by using the invisible bands to help remove these undesired
artifacts. For documents with line drawings that suffer from low
contrast, we use the invisible bands to provide more details to
enhance legibility. The key components of our framework included
detecting regions that can be enhanced by NIR range images,
compositing the enhanced gradient map from NIR images, and
reconstructing the final image from gradients using an optimization
scheme.

The feedback from our collaborators at the NAN has been
highly positive. Our algorithms have been integrated as part of a
comprehensive HSI visualization tool used by the NAN. In parti-
cular, they state that this algorithm can be used to produce results
that augment physical exhibitions, where a printout of the
enhanced version produced by our algorithm is displayed near
the original document. The ability to maintain the look and feel of
the original document was especially lauded, as previous
attempts by themselves was done with less success in Photoshop.

As future work, we plan to work on segmenting the document
artifacts from the foreground ink that are less sensitive to thresh-
olding. In some cases such as in Fig. 8, spectrums of strong ink-
bleeds and corrosions are very similar to the foreground spectrum
which make the segmentation results rely greatly on the threshold-
ing. Since choosing an optimal threshold is often challenging, some
of the foreground texts may be removed while removing the
document artifacts as can be seen in Fig. 8(c). We can employ a
more sophisticated user assistance as in [19] for further enhance-
ment of the document. Additionally, we plan to consider extracting
several spectral bands that are more powerful in distinguishing the
ld documents with hyperspectral imaging, Pattern Recognition
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foreground rather than using the entire HSI spectrums. This allows
to use only a few bands for similarity analysis, as prior research in
the archival domain has established that certain bands are more
suitable for various tasks and materials being observed. This
selective band strategy can also be used to amplify desired artifacts,
such as tears and rips, and for managing future data collection in
which only the useful bands may need to be captured.
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