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Abstract

Image registration is crucial for various image analy-
sis tasks. In particular, most approaches to correction of
bleed-through distortion on handwritten document images
require the recto image and the verso image to be pre-
cisely registered. In this paper, we present a fully auto-
matic method which detects specific number of correspond-
ing control points from historical documents for the pur-
pose of registration. First, candidate points are located by
inspecting the gradient direction maps of document images.
Corresponding control points are selected based on a dis-
similarity metric that incorporates image intensity, gradi-
ent magnitude, gradient orientation and displacement. To
improve the quality of the detected control points, median
filers and consistency checking are applied to correct mis-
matches. Experiments on real historical document images
have shown encouraging results and further improvements
can be made by exploiting more sophisticated similarity
metric tailored to historical documents’ characteristics.

1. Introduction

Historical document images are subject to various types
of noise and degradation. In particular, double-sided hand-
written historical documents are often affected by ink bleed-
through as shown in Figure 1. To facilitate both human per-
ception and machine recognition, these distortions must be
corrected. Early work to correct bleed-through distortion on
historical document images focused primarily on threhold-
ing techniques such as multistage thresholding [8], local
adaptive filters [4] and noise-based thresholding [2]. These
methods however are limited as they assume distinct inten-
sities for foreground text, bleed-through and background in
a single image.

More sophisticated methods to bleed-through removal
include independent component analysis (ICA) [12, 13],

wavelet decomposition/construction [11] and per-pixel clas-
sification [7]. In order to use these techniques, the input
documents need to be first registered. Furthermore, the ac-
curacy of bleed-through correction heavily relies on the reg-
istration precision. Perfect registration of the recto image
and the verso image of a page is however difficult for several
reasons. Firstly, as the registration is actually between fore-
ground texts and their partially shown bleed-through inter-
ference, corresponding points may have extremely different
gray levels. Secondly, different positioning of a page during
image acquisition results in translational or rotational dis-
placements between the recto image and the verso image.
Thirdly, complicated local deformations such as uneven or
warped surfaces could be caused by the bounding effect or
due to the unevenness of the aging paper. Finally, back-
ground noise due to discolorization or stains can affect the
registration result.

Due to the above difficulties, the selection of corre-
sponding control points for historical document registration
is often performed manually by a document analysis ex-
pert [11, 13]. This is time-consuming and tedious when
a considerably large collection of documents are to be pro-
cessed. Techniques for automatic registration are therefore
demanded and have been proposed. For example, area-
based techniques [15, 14, 7] perform registration using im-
age patches and standard image similarity metrics such as
normalized cross correlation or sum of absolute differences,
but they are susceptible to matching errors. Control points
(salient points or landmarks) selection techniques that have
been proposed include corner detection [5, 1] and local ex-
trema of wavelet transform detection [6, 3, 10]. These meth-
ods are not applicable in historical document registration
due to efficiency reasons and the fact that corners or extreme
points are often not present on bleed-through interference.

This paper presents a method to automatically select a
specific number of corresponding control points for the reg-
istration of historical document images. The actual registra-
tion can be performed by using our detected control points
to determine the transformation (e.g. affine transform [15]



(a) recto image (b) flipped verso image

Figure 1. The two sides of a historical docu-
ment degraded by various distortions

or non-linear deformation [7]) between input images. To
achieve this task, we first identify candidate points by ana-
lyzing the gradient direction maps and the labeled images of
input documents. Then the correspondences between these
points are established by locally searching for the point
which minimizes the dissimilarity measure that considers
intensity, gradient magnitude, gradient orientation and dis-
placement. Median filters are then locally applied to de-
tect and correct non-collectively occurring mismatches. To
further improve the precision of the established correspon-
dences, the roles of the target image and the reference image
are switched so that consistency checking is conducted.

2. Proposed Approach

Our approach assumes that the input images are of the
same spatial resolution and the two images of a document
have been identified, paired and coarsely aligned. Such
assumptions are more than reasonable for typical archival
imaging. Before any subsequent processing, a mirror image
of the verso image is acquired by flipping the verso image
horizontally or vertically with respect to the layout of the
document. Without loss of generality, from what follows,
the flipped verso image is referred to as the target image
and the recto image as the reference image.

2.1. Candidate Points Selection

As shown in Figure 1, for Western languages, most
foreground texts are written with a notable slanting angle
that ranges from 0◦ to 90◦. More importantly, the strokes
slanting at particular angles such as between 30◦ and 60◦

are much stronger than other portions of the foreground
texts, which means they have higher probability of seeping
through the page and causing bleed-through interference. In

other words, the original strokes which are responsible for
most observed bleed-through interference usually slant at
angles between 30◦ and 60◦. Therefore, among pixels on
these strokes, more common elements can be found for the
purpose of registration. In addition, according to our expe-
rience in manually selecting corresponding control points,
pixels which are darker and which lie at the locations where
only one side of the document has foreground texts are eas-
ier to be accurately located and precisely matched. As a re-
sult, our method aims to select corresponding control points
from points where the gradient directions are between cer-
tain range and where no foreground texts and bleed-through
overlap.

To extract these points, the gradient magnitude map and
the gradient direction map are first determined for the tar-
get image and the reference image respectively. Then the
labeled images of the target image and the reference im-
age are obtained using Otsu’s binarization method [9]. The
gradient direction maps and the labeled images are used to
identify candidate points, resulting in: θcan = θxy ⊗ (θxy > θlow)⊗ (θxy < θhigh)⊗Bxy

Mcan = Mxy ⊗ (θxy > θlow)⊗ (θxy < θhigh)⊗Bxy
Ican = Ixy ⊗ (θxy > θlow)⊗ (θxy < θhigh)⊗Bxy

where θxy , Mxy and Bxy represent the gradient direction
map, the gradient magnitude map and the labeled image
of the original image Ixy . θcan and Mcan are the gradi-
ent direction and magnitude maps of the identified candi-
date point sets Ican. Parameters θlow and θhigh are used to
threshold the gradient direction map and ⊗ represents the
Hadamard product. In our experiments, θlow and θhigh are
set as −1.8, 0.5 and −0.5, 1.8. Figure 2 shows the two
images of a sample document, the labeled images, the de-
tected candidate points and the gradient direction map for
candidate points.

2.2. Correspondence Establishment

Once two sets of candidate points have been detected
from the reference image and the target image, the corre-
spondences between them are established with a searching
procedure which minimizes a dissimilarity metric defined
as:

dis(x, y, x′, y′) = wi(Ixy − I ′x′y′) + wm(Mxy −M ′x′y′)
+wθ(θxy − θ′x′y′) + wd

√
(x− x′)2 + (y − y′)2

(1)
where Ixy , Mxy , θxy are the intensity, the gradient magni-
tude and the gradient direction of the candidate point (x, y)
in the target image; I ′x′y′ , M ′x′y′ , θ′x′y′ are the correspond-
ing values for point (x′, y′) in the reference image. The
parameters wi, wm, wθ and wd are the weights that spec-
ify the relative importance of intensity, gradient magnitude,



Figure 2. (a-b) recto image and horizontally flipped verso image (cropped from 1628 × 2480); (c-d)
labeled recto image and verso image; (e-f) band-pass filtered gradient direction maps of recto image
and verso image; (g-h) identified candidate control points in recto image and verso image.

gradient direction and displacement when determining the
correspondences. In our experiments, they are empirically
chosen as (1, 3, 10, 20) corresponding to (wi, wm, wθ, wd).

As the differences in the intensities of matching points
vary between 0 and 255, the values of gradient magnitude
and gradient direction need to be normalized to 0-255. The
displacements between matching points vary between 0 and
the size of the searching window which is considerably
smaller than the other three terms in Equation 1. Usually
image intensity and gradient magnitude are used for image
matching. However, in this application since the matching
pairs are actually original foreground texts and their par-
tially shown bleed-through strokes, the intensities and the
gradient magnitudes of two corresponding points are intrin-
sically different. Gradient direction therefore aids in decid-
ing the correspondence. If a unique correspondence cannot
be established from image intensity and gradient, the fourth
term selects the correspondence that results in the smallest
displacement. Using this dissimilarity metric we find we
obtain better results than using only a single term (e.g. in-
tensity or gradient orientation only).

For each candidate point (x′, y′) in the reference image,
all the candidate points in the square window which has a
size of (2n+ 1)× (2n+ 1) (in our experiment, n = 8) and
which centers at the point (x′, y′) in the target image are
examined. For each point (x, y) in the window, the dissimi-
larity between it and (x′, y′) is computed and the point with
minimum dissimilarity is selected as the point correspond-
ing to (x′, y′).

2.3. Mismatches Detection and Correction

As discussed in section 1, the two images to be regis-
tered are intrinsically dissimilar, which greatly increases the
probability of mismatches. However, regardless of the type
of the deformations, neighboring points in the target image
should always map to neighboring points in the reference
image. Therefore, if mismatches do not collectively occur,
they can be detected and corrected with this continuity con-
straint. For this purpose, the validation of the detected con-
trol points are examined using 3 × 3 windows centering at
each control point in the reference image. In such a window
in the reference image, for each point (x′, y′) whose corre-
spondence is known, we compute its horizontal and vertical
displacements as:

dxi = median(xi − x′i)
dyi = median(yi − y′i)

(2)

where i = 1 · · · n. n is the total number of candidate con-
trol points in the 3 × 3 window. The medians of these dis-
placements are used as the actual displacements of point
(x′, y′). In this way, if the control point (x′, y′) in the ref-
erence image has a displacement value which is consider-
ably larger or smaller than those of its neighbors, its cor-
respondence to the point in the target image is reassigned.
This process essentially enforces the continuity of the es-
tablished correspondences and therefore is effective in cor-
recting non-collectively occurring mismatches.



2.4. Consistency Checking

While median filters remove non-collectively occurring
mismatches, collective mismatches are possible to occur.
We therefore perform consistency checking to further im-
prove the accuracy of the established correspondences. Tra-
ditional consistency checking is conducted between the cor-
respondences resulting from different matching methods
which are applied to the same dataset and the correspon-
dences supported by both methods are considered as valid
ones. In our method however the same matching procedure
is applied but with the roles of the reference image and the
target image switched. When the recto image is used as the
reference image and the flipped verso image as the target
image, θhigh and θlow are set as −0.5 and −1.8. The resul-
tant control point pairs are mostly foreground texts on the
verso image and their corresponding bleed-through points
on the recto image. Then by switching the target image and
the reference image and setting θhigh and θlow as 1.8 and
0.5, the resultant control point pairs are mostly foreground
texts on the recto image and their bleed-through points on
the verso image.

The two sets of resultant point pairs are combined to
form the whole set of corresponding points. For each point
pair P ′1 ↔ P2 in the combined set, if there are P ′3 ↔ P4 sat-
isfying (P ′1 = P ′3)∧ (P2 6= P4) or (P ′1 6= P ′3)∧ (P2 = P4),
these pairs are inconsistent and deleted from the set. Then
the reference image is divided into 8× 8 patches. For each
point pair in each patch (x′, y′) ↔ (x, y), we compute
x′ − x and y′ − y which vote to determine the major direc-
tions of the displacements. The point pairs with different
displacement directions are considered as inconsistent and
removed.

Finally there are two ways to determine the number of
point pairs returned by our method. The user can specify the
desired number of points, N , and our method will select the
N most similar pairs. Alternatively, a user-defined thresh-
old disth can be used to select all control point pairs with
dissimilarity less than the given value. Figure 3 shows some
detected corresponding control points. For clarity, only part
of pairs with high similarity are shown.

3. Experimental Results

The proposed method has been tested on 28 pairs of
real historical document images obtained from the National
Archives of Singapore. These images are mostly scanned
at 150dpi and have a size of 1800 × 2800. To evaluate the
proposed method, visual assessment is first performed by
experts working on historical document image registration.
For most tested images, the proposed method shows encour-
aging results.

For quantitative assessment, we manually select con-
trol points for 10 pairs of images using the matlab inter-

Figure 3. Illustration of detected control point
pairs from sample images in Figure 2.

face ‘cpselect’ and use the result as ground truth. We as-
sume the manually selected point pairs Smanu are correct.
For comparison, the proposed method returns point pairs
with dissimilarity less than the median value of all detected
point pairs. For a point pair (x′, y′) ↔ (x, y) detected
by the proposed method, if (x′, y′) ↔ (x1, y1) exists in
Smanu, this point pair is regarded as ‘detected’. We com-
pute |x − x1| + |y − y1| and if the value is less than 2 (i.e.
our detected point is within 2 pixels away from the manually
selected point), the point pair (x′, y′) ↔ (x, y) is regarded
as ‘correctly detected’. The proposed method is evaluated
with precision and recall measures defined as follows:

Precision =
Ncorrect
Ndetect

, Recall =
Ncorrect
Nmanu

(3)

where Ndetect, Ncorrect and Nmanu refer to the number of
the ‘detected’, the ‘correctly detected’ and the manually se-
lected point pairs.

Table 1 shows the precision and the recall of the pro-
posed method on the tested images. As manual selection of
control points is very subjective and time-consuming, the
value of Nmanu is small. Meanwhile, the number of point
pairs returned by the proposed method is much larger than
Nmanu, therefore the recall is quite high. Note also that
it takes us around 15 minutes to precisely select the cor-
responding control point pairs for each document. Thus,
the ability to automate this procedure with reasonable pre-
cisions is greatly welcomed and we believe our results are
promising.

4. Conclusion and Future Work

In this paper, we present a fully automatic control points
selection method for historical document registration. Our
approach makes use of the gradient orientation maps and the
labeled images to identify candidate points. Corresponding
control points are then detected and matched with a search
procedure which optimizes the dissimilarity metric consid-



Document number 1 2 3 4 5 6 7 8 9 10 Average
No. of manually selected 61 50 48 68 46 43 55 60 76 64 57

No. of total returned 99 97 89 117 99 85 124 99 148 106 106
No. of ‘detected’ 60 50 48 66 46 42 53 57 73 63 56

Recall (%) 96 89 96 91 89 92 86 83 88 90 90
Precision (%) 98 89 96 94 89 94 89 87 92 91 92

Table 1. The precision and recall of the proposed method on 10 documents using the results of
manual selection as ground truth.

ering image intensity, gradient orientation, gradient magni-
tude and displacement. Median filters and modified consis-
tency checking are applied to correct mismatches. Using
our empirically chosen weight parameters, the accuracy of
the detected control points is quite comparative to that of
manually selected points. In the future, we aim to explore
the methods which can wrap the target image to the refer-
ence image using the corresponding control points detected
by this method. In particular, mapping functions which can
capture local distortions are demanded.
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