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Abstract—DNA measurement machines are undergoing an
orders-of-magnitude size and power reduction. As a result, the
analysis of genetic molecules is increasingly appropriate for mobile
platforms. However, sequencing these measurements (converting
to the molecule’s A-C-G-T text equivalent) requires intense com-
puting resources, a problem for potential realizations as mobile
devices. This paper proposes a step towards addressing this issue,
the design and implementation of a low-power real-time FPGA
hardware accelerator for the basecalling task of nanopore-based
DNA measurements. Key basecalling computations are identified
and ported to a custom FPGA which operates in tandem with a
CPU across a high-speed serial link and a simple API. A mea-
sured speed-up over CPU-only basecalling in excess of 100X is
realized with an energy efficiency improvement of three orders of
magnitude.

Index  Terms—Basecalling, DNA sequencing, FPGA

acceleration, HMM, nanopore, PCle, RIFFA.

1. INTRODUCTION

EQUENCING is the multi-step process by which DNA
S is sensed and by which all of its constituent molecules
(‘bases’) are identified in terms of their four possible text sym-
bols: A, C, G, T [1]. For reference, the totality of ahuman genome
consists of about six billion such letters arranged in three billion
‘base pairs’ (bp) — A paired with T, G paired with C — forming
the molecular links between the two complementary strands of
the iconic DNA double-helix structure. The ability to extract
DNA’s textual equivalent is fundamental to a number of the
life sciences and is of growing importance in medicine [2], [3].
Recently, significant advances have been achieved in sequenc-
ing technologies with implications for the design of associated
computational hardware [4], [5], the main concern of this paper.

Among the recent sequencing technology advances is the
adoption of nanopore sensors [6], [7]. Nanopores are nanometer-
sized holes formed in a crystalline or organic material through
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Fig. 1. Anexample of the time-series signal available from a nanopore sensor.

which only one DNA strand at-a-time may pass. As it passes,
the DNA’s sequence of base molecules produce a correspond-
ing electrochemical current signature. With a microelectronic
readout system interfaced closely to the sensors, this current
is electronically amplified, digitized, and passed to a basecaller
system as a time-series [8]; from this input the basecaller extracts
the DNA’s representative text string. An example of such a
time-series is shown in Fig. 1 where each level is indicative
of a new portion of DNA translocating through the sensor.

Nanopores interact with individual DNA molecules at-a-time,
effectively making them single-molecule, real-time, DNA sen-
sors, unlike existing methods that inspect aggregates of DNA
copies. Such characteristics are a significant departure from
incumbent techniques (e.g. ‘sequencing-by-synthesis’), war-
ranting nanopores’ association with so-called 3rd generation
DNA sequencing technologies [9]. Further, nanopore-based se-
quencing methods offer excellent opportunities for rapid DNA
processing in a small device. Their ability to pass DNA at
rates exceeding 10° bases-per-second (bp/s) per sensor [10]
and the possibility of arraying 1000s of nanopores across a
thumbnail-sized area [11]-[13] offers the chance for extremely
high-throughput DNA processing in mobile platforms.

One impediment to this vision, and the focus of this paper, is
the aforementioned basecaller. Due to sensor and measurement
system limits, the quality of the time-series from which the
basecaller must extract the equivalent text labels (the ‘base
calls’) is relatively poor. As a result, the basecaller must employ
asophisticated detection scheme to achieve a sufficient accuracy,
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a scheme that needs significant computing resources if the calls
are to keep up with the time-series input rate. This compromises
the potential of nanopore-based sequencers to serve in mobile
platforms. To address this, we propose and demonstrate a base-
caller distributed across a CPU/FPGA-accelerator tandem. We
show that such a system is capable of increasing the basecaller’s
throughput by 100 x while reducing the power by 20 x relative
to a CPU-only solution.

Although the application of FPGAs to the acceleration of
bioinformatics is not uncommon it has tended to focus on
problems at the front-end stage (i.e. dealing with biological sam-
ples preparation and DNA-to-signal transduction) and further
down the analysis pipeline. For example, contributions have
addressed issues such as nanopore signal amplification [14],
alignment [15], [16], variant calling [17], and DNA error
correction [18]. Thus, we focus in this work on accelerating the
basecalling task as it was found to be less studied in the literature
in the context of specialized hardware. In particular, this paper
strives to bring the basecalling method proposed in [19] into
reality by investigating the practical computing challenges of
its implementation in emerging mobile DNA sequencing appli-
cations. The motivation of this work, in addition to its novelty,
pertains to the significant potential for the basecalling accuracy
demonstrated by the method in [19] which has reached 98%.

The paper is organized as follows, Section II outlines the
manner of the signals available from nanopore sensors; Section
IIT outlines the basecalling detection method considered in this
work; Section IV describes the CPU/FPGA acceleration sys-
tem design while Section V reports on the system’s measured
performance followed by a concluding discussion in Section VI.

II. NANOPORE SIGNALS

A vast number of nanopore sensors for DNA identification
have been discussed in the literature. A common trait among
them is their limited fidelity, these sensors cannot directly re-
solve DNA to the level of its individual base constituents. Rather,
the electrochemical current signals emerging from nanopores
tend to reflect the interaction of groups of k bases (i.e. k-mer)
with the pore at-a-time. As a result, rather than outputting four
levels, each indicative of a different base, a nanopore signal may
express 4% signal levels.

A specific example of one such sensor, and the reference
design for the detection hardware discussed in this paper, is
a solid-state nanopore exhibiting a 3-mer sensitivity [19]; the
simulated current characteristics of this nanopore are shown in
Fig. 2. The plot depicts the average current levels, j1;, expected
for any 3-mer base group — a state to which we ascribe the integer
label j € {0,1,...,43—1} — that happens to be interacting with
the pore at a given moment, ¢ € N. Actual measured values
(events) from the sensor are x[i] = x; = p1; + n[i], where n[i]
is anoise term (due to the sensor and ensuing signal conditioning
electronics). In Fig. 2 the states are arranged in lexical order from
AAA (state, j = 0) to TTT (state, j = 63).

In Fig. 2 the nanopore’s 64 possible outputs are distributed,
from max(p;) to min(f; ), over a current range of about 280 pA.
This is equivalent to an average separation of only 4.5 pA
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Fig. 2. 3-mer-to-current characteristics of an example nanopore. The 3-mer
state indexes (5 € {0, 1,...,63}) on the abscissa are arranged in lexical order.

between events, a very small headroom considering the potential
noise contributions to which such a signal may be subject before
entering the basecaller.

Besides having to deal with a corrupted amplitude, it is
also likely that the basecaller will encounter an input signal
expressing a degree of temporal jitter. In cases with no jitter,
adjacent events in time, x; and z;,1, represent states corre-
sponding to 3-mers differing by only one base, that is, a simple
step ‘transition’. For example, normally we expect to advance
from the observation of say x; ~ CAT to x;41 ~ AT where
B € {a,C,G, T} denotes the new base to enter the pore at i + 1
(while the leading/prefix C in present for x; exits the pore).

But it may be possible, due to a pause in the molecule’s
translocation through the pore, that exactly the same 3-mer is
registered at ¢ and ¢ + 1; this is a sfay transition. Itis also possible
that at least one base was not registered at all between adjacent
events, a miss indicative of a skip transition.

Next, we outline a basecalling detection scheme to deal with
signals of the characteristics sketched above. This is followed by
a discussion of its realization FPGA hardware accelerator form.

III. BASECALLING DETECTION

Above we highlighted the coarse nature, in both amplitude
and time, of the nanopore’s output signal characteristics. Con-
sequently, the basecaller must employ a form of sequence de-
tection [20] to articulate the DNA bases ultimately encoded by
the NV-event time-series * = (xi)ﬁv:_ol. To achieve this, we focus
on methods that employ a hidden Markov model (HMM) of the
sensor. Detailed discussions of HMMs for such problems, from
a bioinformatics perspective, are given in [21]. Consequently,
in the following, we only sketch the essence of the approach
(Algorithm 1 provides pseudocode details).

Based on the sensor HMM and on x, the basecaller computes
64 x N ‘emission’ probabilities, €;(x;) V (J, 7), associated with
the states that the nanopore can possibly exhibit over N event
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Fig. 3. Trellis representation of the basecaller’s computational activity.

Algorithm 1: HMM Basecalling Algorithm.
1. Initialize (on FPGA):
Oéo(j) «— Ej(xo) V_] € {0, Cey
Iterate (on FPGA):
for:i+— 1,N—-1&Vjdo
a;i(j) « €j(w;) max, e () [ (V)7 (v,
B,(j) - arg max, ey, i1 (1)7(1, )]
end for
EndState (on FPGA):
9: my_y ¢ argmax;[an_1(j)]
10: an—_1 < W}V71 &3
11:  Traceback (on CPU):
12 fori< N —1to1do
13: 7wy« Bi(m)
14: ;1 ﬂ—:—l &3
15: end for

63}

7)]

PN AELEN

observations. These calculations are represented by the trellis
diagram in Fig. 3 where the circles denote (in part) the afore-
mentioned state emission probability calculations.

The HMM also specifies the ‘transition’ probabilities,
7(ji-1,Ji), (grey lines in Fig. 3) that quantify the probability
of nanopore states at i—1 evolving to states at ¢. Generally, any
state at « may have 64 such connections within the trellis; as we
note below however, in our HMM, only select sets w(j), each
unique to their corresponding state j, of 21 such transitions are
accounted for.

Using an iterative dynamic programming technique (the
Viterbi algorithm), the basecaller utilizes its emission and transi-
tion values to compute the most likely sequence of states through
the trellis, the path 7w = (7})¥;! (represented by the red line
in Fig. 3) and thus the most likely sequence, @ = (a;)~ ', of
bases associated with the measured time-series.

The pseudocode listed in Algorithm 1 provides a succinct de-
scription of the basecaller’s computational process, we highlight
its pertinent components now.

The Iterate block comprises a significant part of the basecaller
and is the focus of our accelerator hardware. This block is as
nested for-loop sweeping across all 64 possible state calculations
for all N events being measured. Therein, the computation in
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line 5 combines the emission, €;(x;), and transition, 7(v, j),
probabilities (we elaborate on these terms shortly) to update
a running measure of each state’s posterior «;(j); formally
the basecaller’s main computation results in estimates of the
maximum likelihood for each state after /V input observations:

ax() = o) ] o

i=1

V .7 |V6w(j) (1)

In concert (line 6), a pointer, 3;(j) € {0, ...,63}, is computed;
Bi(j) denotes the state at event i—1 most hkely to have tran-
sitioned into state j at event 4. 3;(j) is drawn, as noted above,
from a set w(j) of 21 possible predecessors to j (elaboration
below).

Keeping track of the most likely preceding steps allows the
Traceback block to sequentially consult the accumulated point-
ers and to compute the most likely sequence of states, 7", and
bases @ thus completing the basecalling effort.

To complete our sketch, we highlight some details related to
the emission and transition terms. The emission characteristics
relate the probability that an event ; may be associated with any
of the expected outputs 41;. This is usually depicted according
to the Gaussian distribution as

ej(zi) =

where o denotes the standard deviation of the observations
around the anticipated levels, a measure of the noise in the
system.

The term 7(v,j) denotes the probability that a state, v €
{0,1,...,43—1}, transitions to a state j. As noted above, for
each j, we account for 21 such transitions; one for a transition
via a stay mechanism where v = j; another four that account
for four possible step transitions,

(27r02)7% exp[(x; — ,uj)2/202], 2)

v=16-1+|j/4],

with [ € {0, 1,2, 3}; and another 16 that account for 16 possible
skip transitions over one base,

v=4L+[j/16],

where L € {0, ..., 15}. Thus the set of states preceding j, v €
w(j), consists of 1 +4 4 16 = 21 = |w(j)| ¥ j.

IV. BASECALLING ACCELERATOR DESIGN

The inner-loop of Algorithm 1 (i.e. lines 5 and 6 iterated over
64 states j) constitutes the basecaller’s most compute-intensive
basic block. Thus, we propose an FPGA-based computing en-
gine, depicted in Fig. 4, to efficiently accelerate that loop. The
calculation of both €; (implicit in line 5) and «;(j) for the
64 states, possesses no loop-carried dependencies, and thus, of-
fers a direct path to speed-up via explicit parallel hardware. The
recurrence relationship, o; o< ai;—1, imposes a bottleneck that
may nonetheless be mitigated with judicious use of pipelining
and reduction operations as described below.
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Fig. 4. FPGA architecture of the proposed basecalling acceleration engine.

A. Basecalling Engine

The block diagram shown in Fig. 4 represents the general
architecture of our proposed FPGA basecalling acceleration
engine, in essence an implementation of the 64-step inner-loop
(lines 5 and 6) of Algorithm 1. The engine receives its input,
the event z;, from the CPU’s main memory and sends its output,
the event pointers §; (j) and the end-state index 7} _, , back to the
CPU’s main memory in a real-time streaming fashion through
the PCle bus. More details about this CPU-FPGA communica-
tion interface are provided in the following subsection.

A couple of design choices immediately occur for this system.
First, as previously mentioned and also detailed below, to accom-
modate the level of independence present across the 64 iterations
of states j, we employ a fully-unrolled loop-level parallel hard-
ware implementation. Thus, as illustrated in Fig. 4, 64 parallel
emission and posterior calculation blocks (“slices”) comprise
the datapath and simultaneously compute the 64 pointers 3;(j)
corresponding to each new event input x;. These slices carry out
the majority of the design’s arithmetic.

A second important consideration, directed at improved com-
putational speed and efficiency, is to simplify the arithmetic
computations of €;(x;) and a;(j) themselves. In this vein, fol-
lowing standard practice [22], the basecalling engine computes
the negative logarithm of the underlying probabilities rather
than the exact probabilities themselves. This requires that the
maz operation be replaced with a min and, most importantly,
it reduces (2) to

—Inej(z;) = (z; — py)? 3)

where the terms, In(27) and 1/202, have been removed as they
serve only as constant offsets to the calculations, without any
contribution to the relative probabilities of the states upon which
the choice of a final optimal sequence relies. Thus, the FPGA
block for a single state emission calculation is comprised of a
2-input subtractor and a 2-input multiplier as portrayed by Fig. 5.
It should be noted that the arithmetic logic in Fig. 5, as well as in
Fig. 6, is pipelined by placing registers in between consecutive

from CPU Memory
Z; to Transition Calculator

—In €5 (ZL‘Z)

Hj

from HMM Parameters Memory

Fig. 5. The arithmetic arrangement of a single slice from the emission
calculator.

to CPU Memory

) Bi(5)
arg ming, e, ;) —_—
from Memory Mapper

~Inaf_,(v)

| /

from HMM
Parameters
Memory P

—In7(v,7) &

to Min Function

/_D —Ina;(j)

Mux

—Inej(z;)
from Emission Calculator

Fig. 6. The architecture of single slice from the Transition Calculator.

logic stages. For simplicity, the provided figures do not include
those pipelining registers and other detailed logic of the actual
hardware synthesised by our design tools.

Similarly, the hardware-computed logarithmic posterior and
pointer updates become

Ino;(j) < Inej(z;) + min [Ina; 1 (v) +In7(v, j)] 4

vew(j)

Bi(j) + argmin[ln o1 (v) + In7 (v, )]. )
vew ()
The function of each building block for the proposed engine
architecture in Fig. 4 is as follows.

® The Controller block maintains the data flow configuration
and timing for all other components of the engine. In
particular, it signals enable permissions for each block to
indicate the start and end of operation cycles, and receives
valid status signals indicating elapsed calculations for event
pointers and the end-state pointer. It also manages the
engine’s external communication with the CPU, relying on
valid and ready signals to register the arrival of new input
events and to indicate that the engine is done calculating a
new set of 64 pointer values, respectively.

® The Transition Calculator block is the engine’s main
processing chain used to compute the 64 posteriors and
pointers for each new incoming event x; using a parallel
structure. Each slice of the Transition Calculator handles
the computations in (4) and (5) for each new event. Fig. 6
shows the detailed structure of each slice instance which is
composed of twenty one 2-input adders, arg min function,
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multiplexer, and 2-input adder. The twenty one adders are
responsible for adding In ;1 (v) to In7(v, j) as in (4).
The arg min function and the multiplexer are then used
to find the state pointer 3;(j) as in (5) and the minimum
value as in (4), respectively. More specifically, the arg min
function is implemented as a 21-input comparator circuit
which outputs the index of the minimum value of the
21 input values coming from the adder circuits. The last
adder finalizes the addition of In ¢;(z;) to the mux output
and calculates In «;(j) as in (4).

e The HMM Parameters Memory is a memory block which
stores the HMM’’s transition and emission models’ param-
eters (i.e. In7(v, j) and p;, respectively).

e The Emission Calculator block calculates the negative
logarithm of the 64 emission probabilities — In ¢ (x;) for
each new input event z; according to (3) and Fig. 5.
Similar to the Transition Calculator block, the 64 emission
calculations are executed in a parallel fashion using 64
identical hardware instances (slices) based on the emission
model parameters (i.e. 1;) stored in the HMM Parameters
Memory block.

e The Min block ensures that the engine’s recursive com-
putations across the succession of input events do not
experience overflow, a functionality not described in the
Algorithm 1 pseudocode. Thus, the Min block finds the
minimum of the 64 posteriors calculated by the Transition
Calculator block for each event. The minimum value is
then subtracted from the event posteriors before storing
the result (i.e. In o4 (j)) in the buffer array.

® The arg min block outputs the end-state index (i.e. T _;)
for the last event as in line 9 of Algorithm 1. In particular,
the arg min block is implemented as a 64-input comparator
circuit which outputs the index of the minimum value of the
64 posterior values coming from the Transition Calculator
block at the end of processing event x .

e The Buffer Array block is used to store the normalized
posteriors for each event (i.e. In o/ (j)) in preparation for
the iteration triggered by the arrival of the next event z;.

e The Memory Mapper block is used to allocate the posterior
set, w(j), designated to each instance of the transition
calculator block based on the unique 21 transition states
to its state index j. Specifically, the memory mapper is
a crossbar switch (with fixed interconnect links) which
maps the 21 posterior values to each state slice based on
its index j. For each state slice instance, the 21-posteriors
set is fetched from the 64 normalized posteriors calculated
for the previous event and stored in the buffer array.

For the first event (¢ = 0) only the 64 emission values (i.e.
—Ine;(z,)) need to be calculated (since all preceding values
are assumed to be zero). Thus, the engine’s controller puts the
Transition Calculator in an idle state for the first input event and
only the Emission Calculator block is allowed to initialize the
Buffer Array.

For the second and all other subsequent events, the engine
operates in the same manner as follows. The HMM Parameters
Memory, Emission Calculator and the Memory Mapper pro-
vide the Transition Calculator with the logarithm of transition
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Fig. 7. High-level architecture for the CPU-FPGA hardware interface.

probabilities, the current event’s emission probabilities, and the
previous event’s posterior probabilities. Based on these three
inputs, the transition calculator evaluates the current event pos-
teriors and pointers according to (4) and (5), respectively. Only
the pointers are sent to the CPU through the PCle interface (as
discussed in the following subsection). Once the engine reaches
the last event (+ = N — 1), the end-state index (i.e. the arg min
function’s output) is sent to the CPU with the pointers (i.e.
equivalent to line 9).

B. CPU-FPGA Communication Interface

In this subsection we describe how the proposed FPGA ac-
celeration engine illustrated in Fig. 4 is linked to and coordi-
nated with a CPU. This interface allows our proposed FPGA
accelerator to serve as a rapid real-time co-processor for a CPU
basecaller and thus allows it to fit conveniently within a larger
DNA sequencing pipeline. To simplify the understanding of
this communication framework, Fig. 7 shows the high-level
architecture of the CPU-FPGA communication interface. The
proposed core acceleration engine (i.e. discussed in the previous
subsection) is implemented on a Virtex-7 FPGA device whereas
the basecaller’s main C-program is running on a host CPU.

On the FPGA (hardware) side, our proposed core engine
is wrapped by the Reusable Integration Framework for FPGA
Accelerators (RIFFA) [23]. RIFFA is an open-source collection
of software libraries and hardware designs to enable real-time
streaming between CPUs and FPGAs through PCle. In particu-
lar, RIFFA allows stitching our core engine to a PCle endpoint
(i.e. Xilinx PCle IP) using so-called Rx and Tx engines which
receive and generate PCle packets, respectively. The RIFFA
packet size may be configured by the user to 32-bits, 64-bits
or 128-bits.

On the CPU (software) side, the HMM basecaller (i.e. the
user application) described in Algorithm 1 is implemented using
C. As discussed in the previous subsection, this code offloads
the basecaller’s computation-intensive loop in lines 5 and 6 of
Algorithm 1 to our proposed acceleration engine. This takes
place with the aid of a simple RIFFA API that includes send
and receive functions that are inserted by a developer directly
in a C program to facilitate data exchange between the CPU
and hardware-mapped kernels (i.e. fpga_send () for CPU
transmission to the FPGA, and fpga_recv () for CPU recep-
tion from the FPGA). The RIFFA driver then allows these API
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Fig. 8.  Simplified timing diagram for RIFFA interface/core engine handshak-

ing protocol.

functions to access the CPU’s main memory. The CPU’s PCle
controller then allows communicating the CPU’s main memory
data via the memory controller in the form of PCle packets. As
previously illustrated in Fig. 4, the data sent from the CPU to
the FPGA is the sequence of nanopore events z; whereas the
FPGA sends back 64 pointers 3;(j) for each event as well as the
end-state index of the last event (i.e. m3,_) to the CPU.

The interaction between the proposed acceleration engine and
the RIFFA interface signals can be illustrated with the aid of
Fig. 8. This simplified timing diagram provides a high-level
description for the processing of a single event (which repeats
until the last event). First, the CPU-side basecalling C program,
with the aid of the RIFFA driver, packs the N events in a se-
quence of 128-bit event message packets. Each event is alloted a
32-bit word, thus, each message packet carries four events. When
the C program hosted by the CPU invokes the fpga_send ()
function to send a message packet to the FPGA over the PCle
bus, the arrival of the packet is signified by the status signal
Rx_V1d.

Once the valid signal is received by the basecalling engine’s
Controller, it enables the appropriate datapath blocks for pro-
cessing the first event in the received message packet using the
En signal for 18 clock cycles (i.e. the overall latency of the data
path blocks for processing a single event).

As soon as the arg min block has the 64 states’ pointers
calculated, the Transition Calculator block sends the Ptr_v1d
signal to the Controller. The Controller then arranges the 64 cal-
culated pointers (each allotted 1 byte) into four 128-bit pointer
message packets, queues these message packets on the core
engine’s output data port, and asserts a ready signal, Tx_Rdy
informing the remainder of the transmission-side IP that data
intended for the CPU is ready to be sent. Four cycles of the
basecalling engine’s clock are needed to send the four pointer
messages. The processing of the remaining three input events
in the received message packet is handled in the same fashion
before receiving the following packet’s valid signal.

For the first event the Controller does not signal Tx_Rdy
since no pointers are calculated for the first event. On the other
hand, at the last event the Controller signals Tx_Rdy for five
clock cycles (instead of four) to send one extra RIFFA packet
carrying the end-state index (i.e. w5 _;) to the CPU.

V. IMPLEMENTATION RESULTS

In this section, the performance of our proposed FPGA-
accelerated basecalling engine (Section IV) for Timp’s
basecaller in [19] is evaluated in terms of speed and power
consumption for different accuracy levels. The performance
of our proposed basecaller is evaluated comparatively with a
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Fig. 9. Fixed-point basecaller accuracy as a function of bit resolution under
different input SNR settings.

traditional CPU-based implementation (i.e. coded in C). The
CPU used in our testing platform is the 12-core Intel Xeon
E5-2620 v3 clocked at 2.4 GHz with a 32 GB of RAM. The
proposed basecalling engine is designed and implemented using
Xilinx Vivado HLx v2016.1 tools. Our target FPGA device
is a Virtex-7 (i.e. XC7VX485T-2FFG1761 C) which contains
75,900 slices each of which has 4 look-up tables (LUTs) and 8
flip-flops (FFs).

To guide our FPGA implementation, we built a bit-true MAT-
LAB system-level simulator to evaluate the fixed-point base-
caller’s prediction accuracy performance at different bit-widths.
To account for possible noise effects in the measurement system
we examined the basecaller’s behaviour at different input signal-
to-noise ratios (SNRs) from the sensor channel. In addition
to the sensor’s additive noise, our HMM basecaller’s accuracy
depends on its ability to mitigate the stay and skip translocation
mechanisms discussed above. Lacking detailed reports on this
issue we have assumed a 10% stay probability and a 10% skip
probability as exemplary values for our hardware analysis.

The simulation results depicted in Fig. 9 show how the ac-
curacy of the fixed-point basecaller changes with the bit-width
at different SNR values for the sensor channel. At each SNR,
the accuracy is measured with respect to a floating-point equiv-
alent. As expected, the accuracy for the fixed-point basecaller
increases with increasing bit-width until it saturates at the value
attained by its floating-point counterpart.

From another perspective, the results show that the bit-width
value required to saturate the fixed-point basecaller accuracy
increases with increasing SNR (e.g. 6-bits for 20 dB, 8-bits
for 30 dB, etc). This could be justified by the dominance of
the sensor channel SNR over the bit-width in determining the
fixed-point basecaller’s accuracy. In particular, in case of a
highly corrupted sensor signal (i.e. low SNR) the ability of
the fixed-point basecaller to make accurate predictions of the
original DNA sequence is very low due to the noise distortion
level regardless of its computational resolution (bit-width). That
is why, for instance, at 20-dB SNR the accuracy (i.e. 67%)
at a resolution of 6-bits is the same as that for 12-bits. On
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Fig. 10. Measured FPGA-accelerated and CPU-only basecalling speed for

Timp’s basecaller [19] with the FPGA clock frequency. Numbers denote the
relative speed improvement of the FPGA-accelerated design relative to the CPU
alone.

the other hand, in case of a low-noise signal (i.e. high SNR
signal), the major limiting factor for the fixed-point basecaller’s
prediction accuracy is its resolution. This could be seen in the
50-dB SNR case at which the basecaller’s resolution must be
12-bits to match the floating-point accuracy of 99.04%. It is
worth mentioning here that besides the sensor additive noise and
the basecaller’s resolution, the skip and stay state transitions are
still an additional source of discrepancy for the sensor signal and
limit the basecaller’s accuracy, a deep study of these effects is
beyond the paper’s scope.

The results presented in Fig. 10 demonstrate a dramatic
improvement in the basecalling speed for our proposed
FPGA-accelerated basecalling engine compared to a CPU-only
implementation thanks to the parallel computing which may be
realized in FPGA devices. As expected, the basecalling speed
improvement tracks the clock frequency. Our register-transfer
language (RTL) model for the basecaller was successfully syn-
thesized and implemented on our target FPGA device at a clock
frequency of 250 MHz when using 8 lanes of the Xilinx PCle
3.3 IP. At this frequency the FPGA-accelerated basecalling
speed exceeds the CPU-only implementation by a factor of
172x. In addition, it could be observed that despite the acceler-
ated basecaller attaining similar speeds on both the 4-lane and
8-lane PCle configurations (i.e. the bandwidth of the 4-lane PCle
channel is accommodating our basecalling engine bit rate), only
the 8-lane interface-based basecaller could be implemented at
a 250-MHz clock frequency. This pertains to the higher AXI
clock frequency (i.e. used to generate our basecalling engine
clock) of the 8-lane interface (250 MHz) compared to that for
the 4-lane (125 MHz). However, the higher maximum clock
frequency attained by the 8-lane interface compared to the 4-lane
comes at the expense of the circuit power consumption as will
be shown in the following paragraphs.

It should be noted that the 172x speed-up in favor of our
proposed accelerator compared to the CPU is due to the parallel
computing for three major parts of Algorithm 1. The first part
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Fig. 11. FPGA-accelerated basecalling power consumption (FPGA only).

is unrolling the inner loop in lines 5 and 6 for the 64 hidden
states of the HMM. The second part is the 21 transition additions
in (4) executed for each of the 64 states’ calculations. The
third part is the normalization subtraction which is executed in
parallel on our FPGA accelerator for the 64 posteriors output
from the Transition Calculator block (in Fig. 4) at the end
of the processing cycle of each input event. Therefore, the
aforementioned parallel computations lead to a speed-up factor
of 147x (i.e. 21 x 64 4 64)/(2.4 GHz/250 MHz)) for our
250 MHz clocked FPGA compared to the 2.4 GHz CPU. The
residual speed-up factor is attributable to other PC computer
architecture-related factors (e.g. cache misses, procedure calls,
multi-core communications, etc.).

The practical significance of the results reported in Fig. 10,
should be considered with respect to the corresponding power
consumption and hardware utilization costs. This will better
enable the system designer (or even the application layer user)
to select the most efficient configuration for the whole sys-
tem to meet the target application requirements (e.g. energy-
efficiency).

We start by considering the measured average operational
power consumption of the FPGA accelerator in Fig. 11 as a
function of clock frequency. Both the 4 and 8-lane configurations
consume on average 8% and 16%, respectively, of the CPU’s
average “incremental” power, 25.16 W (i.e. the extra power
consumed while the CPU executes the basecalling algorithm,
otherwise the PC’s total consumed power is 87.15 W). For
further illustration, in Fig. 12, the results of Fig. 10 and Fig. 11
are utilized to demonstrate the energy efficiency (bases com-
puted per joule) of our proposed accelerator compared to the
CPU. Fig. 12 confirms that our proposed accelerator is more
energy-efficient than the CPU by at least 225 x for the 8-lane
design at 50 MHz (and 1390 x for the 4-bit design with 4 lanes
at 200 MHz). The relative energy-efficiency improvement of our
proposed accelerator with increasing clock frequency reflects
its consistent linear increase in basecalling speed (as shown in
Fig. 10) relative to a marginal increase in the corresponding
power consumption (as shown in Fig. 11). The power-frequency
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Fig. 12.  Basecalling energy-efficiency of the FPGA and CPU, numeric labels
denote the relative efficiency improvement of the FPGA.

change ratio demonstrated in Fig. 11 is ~1 : 3.5 (rather than
the theoretical 1 : 1). This pertains to the fact that the power
consumption reported in Fig. 11 encapsulates not only that of
the core basecalling engine, but also the PCle and RIFFA IP
while the abscissa refers only to the basecalling engine’s clock
frequency. Thus, increasing the clock frequency only increases
the power consumption of the basecalling engine while the
power consumed by the communications IP portions remains
invariant. Moreover, the power of the basecalling engine occu-
pies an average of 8.25% of the total power consumption budget
of our accelerator circuit reported in Fig. 11. Due to these facts,
the marginal increase in the power consumption with the clock
frequency illustrated in Fig. 11 could be understood.

It should be noted that the PCle IP and RIFFA IP in our
proposed accelerator communicates with a different and in-
dependent clock frequency (i.e. AXI interface clock) to the
basecalling clock frequency (i.e. used in Figs. 10, 11, 12). Hence,
the divergence of the EE lines when increasing the basecalling
clock frequency is notable in Fig. 12 especially for the 4-lanes
curves for different circuit resolution. This stems from the fact
that at low basecalling clock frequencies the dynamic power
consumed by our core basecalling engine is still not big enough
compared to the bigger constant power (i.e. dependant on the
constant AXI clock) consumed by the PCle and RIFFA logic
elements to show a reasonable difference in the total power
consumed by the whole circuit. However, at higher basecalling
clock frequencies, the dynamic power of our core basecalling
engine starts to show more impact as it becomes relatively closer
to the constant power component for the PCle and RIFFA IPs.

In addition to the power consumption, the hardware utilization
and the energy density (ED) (i.e. elaborated below) of our
proposed basecalling engine on the target Virtex-7 FPGA device
is illustrated in Table I. The table shows the resource utilization
percentages for the LUTs, FFs and DSP slices with different
complexities (i.e. resolution) of our basecalling circuit. As ex-
pected, resource usage increases with bit-width. Table 1 does
not show a substantial difference between using 4-PCle lanes
and 8-PCle lanes. However, 14% of the Gigabit Transceiver
(GTX) resource (i.e. not reported in the table) is utilized in

TABLE I
FPGA DEVICE UTILIZATION AND ENERGY DENSITY

4-PClIe Lanes 8-PClIe Lanes

LUT FF  DSP ED LUT FF  DSP ED

4-bits  12% 6% 53% 1.47 12% 6% 53% 1.76
6-bits  14% 7%  55%  1.66 15% 7%  55% 195
8-bits  17% 8%  55% 1.72 18% 8%  55% 2.0
10-bits  20% 9%  57% 1.87 21% 9%  57%  2.05
12-bits  23% 10% 59% 191 24%  11%  59%  2.15

case of the 4-lanes design (i.e. using 4 transceivers out of 28)
compared to 29% for the 8-lanes (i.e. using 8 transceivers out
of 28). It is worth mentioning that the aforementioned GTX
resource utilization for the 4 and 8-lane designs directly justifies
the power offset between both designs as noticed in Fig. 11.
In addition to the resource utilization, Table I also shows the
ED at the maximum clock frequency (i.e. 200 MHz in case of
4-lanes interface and 250 MHz in case of 8-lanes interface) for
each design resolution. The basecaller is assumed to decode
a long genome with a length of 1 Gbp. The ED metric (i.e.
measured in Joules/slice) is another important metric which
determines the energy efficiency of the utilized FPGA resources
by combining the actual number of the utilized FPGA slices
and its corresponding energy consumption. All the ED values
reported in Table I are in mJoules/slice. The increase in the ED
for both 4 and 8 lanes accelerators with increasing resolution
shows consistency with the results in Fig. 12 which conveys
that the lower the basecaller’s resolution the higher the energy
efficiency.

Finally, it is worth mentioning that the utilization of the
proposed FPGA accelerator in the HMM basecalling function
in this work does not limit its applicability to other HMM-based
algorithms such as Pair HMM [17] and Profile HMM [24]. In
case of Pair HMM, our accelerator can be efficiently utilized
to accelerate the initialization and recursion sections of the
algorithm similar to the initialize and iterate blocks, respectively,
of our Algorithm 1. On the hand, our accelerator can also
speed-up the database search for the Profile HMM algorithm
by implementing parallel instances of accelerated Pair HMMs
to rapidly identify the sequence family of an arbitrary DNA
sequence.

VI. SUMMARY AND CONCLUSION

In this paper, we present an FPGA hardware accelerator for
the detection of nanopore signals. In the context of such sensors
being used for DNA sequencing, this detection step is commonly
referred to as basecalling, the identification of the base make-up
of ameasured DNA molecule. Although extremely promising as
a sensory device for mobile molecular detection, the coarse and
jitter-prone nature of the nanopore signal requires a sequence
detection algorithm capable of accounting for channel memory
while accommodating for null and redundant transitions. Our
approach employed a maximum-likelihood scheme to achieve
this, with the majority of its computational load mapped onto
the FPGA. This effort is intended to demonstrate the potential
of specialized computing in this aspect of bioinformatics and
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sensing and to potentially suggest means by which low-power
implementations suitable for mobile molecular measurement
scenarios may be realized.

The nature of the algorithm we employed accommodates
a hardware implementation in terms of two synchronized 64-
element parallel arrays (one for emission, another for transition
calculations) capable of handling all sensor states. Inter-element
communication within the device facilitates the sharing of in-
formation across the algorithm’s iterations. On-FPGA normal-
ization hardware prevents underflow, thus making calculations
entirely self-contained and capable of sustaining continuous data
inputs. The need for excessive on-FPGA memory resources are
avoided by offloading memory-heavy functions to the host CPU.
The memory-heavy functions reside in the traceback block of
Algorithm 1 which traverse the FPGA-calculated pointers (for
all events) in the CPU memory to find the optimal path of
the nanopore states which leads to the equivalent DNA bases
sequence. As a result, the core basecalling algorithm’s resource
utilization peaks at 60% (for a Virtex-7 device with ~500 k logic
cells and ~3 k DSP slices).

In our implementation, the CPU-accelerator communication
interface is facilitated with a PCle link which allows a streaming
data exchange between the CPU and its accelerator in terms of
128-bit information packets; as new measured events are sent
to the FPGA, computations are aggregated and returned to the
CPU. In this manner, a continuous flow of measurements can
be managed. At its peak (clocked at 250-MHz) the accelerator
system’s measured throughput is equivalent to the equivalent
of one human genome in less than 5 minutes, a 172X rate
improvement over the CPU-only basecaller. Perhaps even more
importantly, this performance comes at a substantial savings in
power, only 16% of the CPU’s average power used for the exe-
cution of the algorithm alone. As a result, the FPGA-accelerated
system achieves a measured energy efficiency (i.e. bases called
per Joule) about 1000x better than the CPU alone.

These results portend very well for the potential of the ap-
proach described here. The low memory requirements suggest
opportunities for ASIC accelerator implementations and the
possibilities of even deeper cost-performance advantages.
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