
Feature Graph Learning for 

3D Point Cloud Denoising

Wei Hu

2019.8.22

1



计算机科学技术研究所

Outline

• Introduction to Graph Learning

• Related Concepts in Graph Spectral Theory

• Proposed Feature Metric Learning

• Application in 3D Point Cloud Denoising

• Conclusion

2



计算机科学技术研究所

Introduction to Graph Learning

Graphs are flexible mathematical structures modeling pair-wise relations between 

data entities.
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(a) Brain network (b) Social network (c) 3D point clouds
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Introduction to Graph Learning

In many cases, the underlying graph is unknown or partially unknown.

Graph learning is critical!
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Previous Works on Graph Learning

• Statistical methods

– Graphical models: nodes represent r. v. , edges encode conditional dependencies

– Learn the inverse covariance matrix (i.e., precision matrix)

– Assumption: sparsity

– Algorithms: Graphical lasso and its variants  

– Cons: assume many observations of a graphical model 

J. Friedman, T. Hastie, and R. Tibshirani, “Sparse inverse covariance estimation with the graphical lasso,” Biostatistics, 

vol. 9, no. 3, pp. 432–441, 2008.
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Previous Works on Graph Learning

• Graph spectral methods

– Enforce low frequency representation of observed signals & constraints for a valid graph 

Laplacian matrix

– Assumption: smoothness prior of graph signals

– Compared to statistical methods, assume fewer number of signal observations

 Our problem setting: the availability of a relevant feature vector per node. 

X. Dong, D. Thanou, P. Frossard, and P. Vandergheynst, “Learning Laplacian matrix in smooth graph signal representations,” 

IEEE Transactions on Signal Processing, vol. 64, no. 23, pp. 6160–6173, 2016.

H. E. Egilmez, E. Pavez, and A. Ortega, “Graph learning from data under structural and Laplacian constraints,” arXiv preprint 

arXiv:1611.05181, 2016.
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Related Concepts in Graph Spectral Theory

• An undirected graph: 

• Edge weight               : the degree of pairwise similarity

• Degree matrix    :

• Combinatorial graph Laplacian:
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Graph Laplacian Regularizer (GLR)

• Graph signal refers to data that resides on the nodes of a graph

• A graph signal             is smooth w.r.t. the underlying graph if

A function of features in our case
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Proposed Feature Metric Learning

• Edge weight: 

• Mahalanobis distance:

• Problem formulation

feature distance

Positive definite

capture correlation among features



计算机科学技术研究所10

Proposed Feature Metric Learning

• Edge weight: 

• Mahalanobis distance:

• Problem formulation

feature distance

Positive definite

capture correlation among features

SVD? No!
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Optimization of Diagonal Entries 

• Gershgorin-based reformulation (mitigate full matrix eigen-decomposition) 

• Proximal Gradient algorithm

Off-diagonal entries
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Optimization of Off-diagonal Entries 

• - bounded reformulation (mitigate large matrix inverse )

• Proximal Gradient algorithm 

Block Coordinate Iteration

Haynsworth inertia additivity
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Application in 3D Point Cloud Denoising

• Patch-based formulation

• Features: 3D coordinates & surface normal

• Alternately optimize the point cloud and the Mahalanobis distance matrix

Desired point cloud Noisy point cloud patches
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Application in 3D Point Cloud Denoising

Baseline: randomly set edge weights in range [0,1]
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Application in 3D Point Cloud Denoising
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Application in 3D Point Cloud Denoising
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Conclusion

• Propose feature graph learning given features of a single/partial signal observation

• Formulate as minimization of Graph Laplacian Regularizer with the Mahalanobis

distance matrix as variable

• Develop a fast algorithm to alternately optimize diagonal & off-diagonal entries 

of , while keeping positive definite

• Validate the effectiveness by applying to 3D point cloud denoising



Thank you!

forhuwei@pku.edu.cn

http://www.icst.pku.edu.cn/huwei/
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Reference to this talk: https://arxiv.org/abs/1907.09138


