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ABSTRACT

To enable synthesis of any desired intermediate view between two
captured views at decoder via depth-image-based rendering (DIBR),
both texture and depth maps from the captured viewpoints must be
encoded and transmitted in a format known as texture-plus-depth. In
this paper, we focus on the compression of depth maps across time
to lower the overall bitrate in texture-plus-depth format. We observe
that depth maps are not directly viewed, but are only used to provide
geometric information of the captured scene for view synthesis at de-
coder. Thus, as long as the resulting geometric error does not lead to
unacceptable synthesized view quality, each depth pixel only needs
to be reconstructed at the decoder coarsely within a tolerable range.
We first formalize the notion of tolerable range per depth pixel as
don’t care region (DCR), by studying the synthesized view distor-
tion sensitivity to the pixel value—a sensitive depth pixel will have a
narrow DCR, and vice versa. Given per-pixel DCRs, we then mod-
ify inter-prediction modes during motion prediction to search for a
predictor block matching per-pixel DCRs in a target block (rather
than the fixed ground truth depth signal in a target block), in order
to lower the energy of the prediction residual for the block. We im-
plemented our DCR-based motion prediction scheme inside H.264;
our encoded bitstreams remain 100% standard compliant. We show
experimentally that our proposed encoding scheme can reduce the
bitrate of depth maps coded with baseline H.264 by over 28%.

Index Terms— Multiview video, depth-image-based rendering,
motion estimation

1. INTRODUCTION

To enhance visual experience beyond conventional single-camera-
captured video, elaborate arrays of closely spaced cameras (e.g., 100
cameras were used in one setup in [1]) are now proposed to capture
a scene of interest from multiple viewing angles, so that an observer
can interactively choose a specific captured viewpoint as the video is
played back in time. If, in addition to texture maps (RGB images),
depth maps1 (per-pixel physical distance between scene objects and
the capturing camera) are also acquired, then the observer can syn-
thesize successive intermediate views between two camera-captured
views via depth-image-based rendering (DIBR) [3] for smooth view
transition, achieving free-viewpoint visual experience [4]. Transmit-
ting both texture and depth maps of multiple viewpoints—a format
known as texture-plus-depth—from server to client entails a large bit
overhead, however. In this paper, we address the problem of tempo-
ral coding of depth maps in texture-plus-depth format for multiview
video.
∗This work has been partially funded by the ANR agency via the PERSEE

project (Projet ANR-09-BLAN-0170).
1Depth maps can either be estimated via stereo-matching algorithms, or

captured directly using time-of-flight cameras [2].

The key observation in our work is that depth maps are not them-
selves directly viewed, but are only used to provide geometric infor-
mation of the captured scene for view synthesis at decoder. Thus, as
long as the resulting geometric error does not lead to unacceptable
synthesized view quality, each depth pixel only needs to be recon-
structed coarsely at decoder, e.g., within a defined tolerable range.
We first formalize the notion of this tolerable range per depth pixel
as don’t care region (DCR) using a threshold τ , by studying the syn-
thesized view distortion sensitivity to the pixel value. Specifically,
if a depth pixel’s reconstructed value is inside its defined DCR, then
the resulting geometric error will lead to distortion in a targeted syn-
thesized view by no more than τ . Clearly a sensitive depth pixel
(e.g., an object boundary pixel whose geometric error will lead to
confusion between background and foreground) will have a narrow
DCR, and vice versa.

Given per-pixel DCRs, we then modify inter-prediction modes
during motion compensation in such a way that, for each pixel of a
block, we find the smallest residue that brings the predicted pixel in-
side DCR. This is different from the conventional approach that aims
at reconstructing a fixed ground-truth depth block, and results in a
lower energy of the prediction residuals. SKIP mode is also similarly
altered, so that code block of the same location in reference frame is
evaluated against DCRs in a target block in the current frame. We
implemented our DCR-based motion compensation scheme inside
H.264 [5]; our encoded bitstreams remain 100% standard compli-
ant. We show experimentally that our proposed encoding scheme
can reduce the bitrate of depth maps coded with baseline H.264 by
over 28%.

The outline of the paper is as follows. We first discuss related
work in Section 2. We then define formally per-pixel DCR in Sec-
tion 3. Given per-pixel DCRs, we discuss how different coding
modes in motion compensation are modified in Section 4. Finally,
we present experimental results and conclusions in section 5 and 6,
respectively.

2. RELATED WORK

It was argued in [6] that since depth maps in texture-plus-depth mul-
tiview video are only used for view synthesis and not themselves di-
rectly viewed, synthesized-view-specific metrics should be used dur-
ing depth map coding optimizations. [6] proposed alternative mode
selection strategies in H.264 when coding depth maps, so that the
distortion term reflects distortion in the synthesized view rather then
distortion of the depth maps themselves.

Observing that depth maps are mostly flat surfaces with sharp
edges, alternative coding schemes have also been proposed [7, 8]. [7]
proposed edge-adaptive wavelets, and [8] proposed edge-adaptive
transforms, where the goal in both schemes is to avoid filtering
across depth edges, which would result in many hard-to-code high
frequency components in the transform domain. We differ from



these works in that we focus on reducing the energy of the predic-
tion residual during motion compensation, given that each depth
pixel only needs to be reconstructed within a well defined tolerable
range.

Don’t care regions have been originally defined for finding the
sparsest representation of transform coefficients in the spatial dimen-
sion in [9]. There, given per-pixel tolerable range for reconstruction
(don’t care regions) in a code block, the sparsest transform domain
representation of depth signal is sought by minimizing the l0-norm.
In this work we extend the approach in [9] by exploiting the degrees
of freedom defined in DCRs to seek coding gain in the temporal di-
mension for depth video. How to jointly optimize depth video in
both spatial and temporal dimension given per-pixel DCR is left for
future work.

3. DON’T CARE REGION

3.1. Background

In the texture+depth video format, each camera-captured view n =
1, . . . , N is represented by one texture and one depth map. If the
images are properly rectified (i.e., they are warped so that one cap-
tured image is a pure horizontal shift of another), then depth can
be easily converted to disparity information, which is proportional
to the inverse of depth. In the following, we will use both “dispar-
ity” and “depth” to refer to the disparity map at each view. Given
vn, vn+1 and dn, dn+1, texture and disparity maps at views n and
n + 1, respectively, it is possible to synthesize any texture map vk

at intermediate view k, k ∈ [n, n + 1], using a depth-image-based
rendering (DIBR) algorithm such as [3]. Essentially, any DIBR al-
gorithm synthesizes a pixel value in vk by properly mapping corre-
sponding pixels from texture maps vn and vn+1, according to their
disparity. If no corresponding pixels in vn and vn+1 are found (due
to dis-occlusion), then an inpainting technique can be used to fill in
the missing pixels using neighboring pixel information. If the cap-
tured cameras are close to each other, however, then the number of
dis-occluded pixels is expected to be small.

Since the disparity values are used as geometric information for
pixel mapping during DIBR (and geometry of the captured scene
varies greatly across space), not all the disparity pixels need be re-
constructed with the same fidelity in order to guarantee a certain
quality in the synthesized view. For example, depth pixels corre-
sponding to smooth areas can be reconstructed with less accuracy
than pixels at foreground object boundaries, as errors in the latter
would produce large distortion when the decoder errs in mapping
foreground textural pixels to background and vice versa. We formal-
ize this concept as “don’t care region” in the next paragraph.

3.2. Definition of Don’t Care Regions (DCR)

We now define per-pixel DCRs for depth map dn, assuming target
synthesized view is n. In other words, we consider the case k = n,
since the encoder does not known which viewpoint k will be chosen
at the decoder. This is generally the most difficult scenario, since the
target view is the farthest from the reference. A similar procedure
can be done for depth map dn+1 assuming target synthesized view
n+ 1.

A pixel vn(i, j) in texture map vn, with associated disparity
value dn(i, j), can be mapped to a corresponding pixel in view n+1
through a view synthesis function s(i, j; dn(i, j)). In the simplest
case where the views are captured by purely horizontally shifted
cameras, s(i, j; dn(i, j)) corresponds to a pixel in texture map vn+1
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Fig. 1. Definition of DCR for a given threshold τ .

of view n+1 displaced in the x-direction by an amount proportional
to dn(i, j); i.e.,

s(i, j; dn(i, j)) = vn+1(i, j − γ · dn(i, j)) (1)

where γ is a scaling factor depending on the camera spacing.
We now define view synthesis error, ε(i, j; d), as the absolute

error between the mapped-to pixel s(i, j; d) in the synthesized view
n+1 and the mapped-from pixel vn(i, j) in vn, given disparity value
d for pixel (i, j) in vn; i.e.,

ε(i, j; d) = |s(i, j; d)− vn(i, j)| . (2)

If dn is compressed, the reconstructed value d̃n(i, j) employed
for view synthesis may differ from dn(i, j) by an amount e(i, j) =
d̃n(i, j) − dn(i, j), resulting in a (generally larger) view synthe-
sis error ε(i, j; dn(i, j) + e(i, j)) > ε(i, j; dn(i, j)). We define
the Don’t Care Region DCR(i, j) = [DCRlow(i, j),DCRup(i, j)]
as the largest contiguous interval of disparity values containing the
ground-truth disparity dn(i, j), such that the view synthesis error
for any point of the interval is smaller than ε(i, j; dn(i, j)) + τ , for
a given threshold τ > 0. The definition of DCR is illustrated in
Figure 1. Note that DCR intervals are defined per pixel, thus giv-
ing precise information about how much error can be tolerated in the
disparity maps. We also remark that the DCRs can be computed at
the encoder side since both the views and the associated disparities
are available.

4. MOTION PREDICTION USING DCR

The defined per-pixel DCRs give us a new degree of freedom in the
encoding of disparity maps, where we are only required to recon-
struct each depth pixel at the decoder to within its defined range of
precision (as opposed to the original depth pixel), thus potentially
resulting in further compression gain. Specifically, we change three
aspects of the encoder in order to exploit DCRs: i) motion estima-
tion, ii) residual coding, and iii) skip mode.

4.1. Motion estimation

During motion estimation for depth map encoding, the encoder
searches, for each target block B, a corresponding predictor block P
in a reference frame which minimizes the Lagrangian cost function

P∗ = argmin
P

DMV(B,P) + λMVRMV(B,P), (3)
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Fig. 2. Coding the residuals using DCR with a toy example with
just two pixels (dn(1) and dn(2)). In conventional coding, given
predictor (pred), one aims to reconstruct the original ground truth
(gt). However, considering DCR, it is sufficient to encode a gen-
erally smaller residual, i.e. one that enables to reconstruct a value
inside or on the border of the DCR (shaded area in the picture).

where RMV(B,P) is the bit overhead required to code the motion
vector from position of P to B, and λMV is a Lagrange multiplier.
The term DMV(B,P) is a measure of the energy of the prediction
residual r(i, j) = P(i, j)−B(i, j) for each pixel (i, j) in the target
block B and the corresponding pixel in the predictor block P . Typi-
cal choices for measuring the energy of residuals include the sum of
absolute or squared differences — SAD or SSD, respectively.

For a given predictor block P , we can reduce the energy of the
prediction residuals using defined per-pixel DCRs as follows. We
first define a per-block DCR space for a target block B as the feasible
space containing depth signals with each pixel falling inside its per-
pixel DCR. As an example, Figure 2 illustrates the DCR space for
a two-pixel block with per-pixel DCR [2, 6] and [1, 4]. For a given
predictor block, to minimize the energy of the prediction residuals,
we identify a signal in DCR space closest to the predictor signal
in Euclidean distance. In Figure 2, if the predictor is (5, 5), we
identify (5, 4) in DCR space as the closest signal in DCR space,
with resulting residuals (0,−1). If the preditor is (5, 3), we identify
(5, 3) in DCR space as the closest signal with residuals (0, 0).

In mathematical terms, we compute a prediction residual
r′(i, j) for each pixel (i, j) given predictor pixel value P(i, j)
and DCR [DCRlow(i, j),DCRup(i, j)] according to the following
soft-thresholding function:

r′(i, j) =


P(i, j)−DCRup(i, j) if P(i, j) > DCRup(i, j),

P(i, j)−DCRlow(i, j) if P(i, j) < DCRlow(i, j),

0 otherwise.
(4)

We then use the residuals r′(i, j) with respect to DCR to calculate
DMV in (3). If SAD is used as distortion metric, we get:

D′MV =
∑

(i,j)∈B

|r′(i, j))|. (5)

Since the distortion DMV is now zero for any motion vector
which points to a predictor inside DCR, the encoder can select from a
potentially larger set of zero-distortion candidate predictors. Among
them, the one with the smallest rate term RMV will result in a small
Lagrangian cost.

4.2. Coding of prediction residuals

Once the optimal predictor P∗ for a given target block has been
found, we encode r′ with respect to the per-block DCR, in place of
the residuals r computed with respect to ground truth depth signal.
Notice that this applies also to INTRA coding modes as well. Al-
though the prediction technique is different from the case of INTER
modes (spatial prediction is used instead of temporal prediction), we
still encode the residue that enables to reconstruct a value inside the
DCR which is as close as possible to the predictor. Since this cri-
terion is applied to any pixel in a block, we are in fact coding the
residuals with respect to DCR having minimum energy (`2 norm).
In general, since both rate and distortion terms are computed using
minimum-energy residuals r′ for inter and intra modes, the actual
selected mode for a given target block will be different from the one
selected when coding residuals with respect to the ground truth sig-
nal.

We note that, although computing minimum-energy prediction
residuals from (4) is computationally convenient (in fact, its com-
plexity grows linearly with the number of pixels), this is not nec-
essarily the best possible strategy in terms of rate-distortion per-
formance. This is because the minimum-energy residual may not
lead to the lowest transform coding rate; e.g., lower-energy residuals
{1, 0, 1, 1} leads to coding of more non-zero transform coefficients
(thus higher rate) than higher-energy residuals {1, 1, 1, 1}. There-
fore, the best motion vector and the best coding residuals for a given
block with defined per-block DCR is a joint optimization problem,
whose solution is not trivial. We leave the investigation of this prob-
lem for future work.

4.3. Skip mode

The coding of prediction residuals for INTER/INTRA modes de-
scribed in the previous section guarantees that the reconstructed
block will be within DCR (up to quantization errors). If the SKIP
mode is selected instead, the prediction residuals are not coded.
Thus, the reconstructed pixels could be potentially far away from
DCR. This is potentially harmful since, by construction, there is no
upper bound to the distortion in the synthesized view when a depth
pixel is reconstructed outside DCR. This requires SKIP mode to be
handled differently from INTER/INTRA.

In order to be sure that distortion in the synthesized view will
be bounded in SKIP macroblocks, we prevent the SKIP mode to be
selected from the encoder if any reconstructed pixel of that mac-
roblock violates DCR. More formally, we alter the distortion term
DMD in the Lagrangian function used for mode decision according
to the following barrier penalty function:

D′MD =

{
0 if r′(i, j) = 0 ∀i, j;
+∞ otherwise.

(6)

Although this could be conservative in terms of rate optimization, it
guarantees that the distortion in the synthesized view for SKIP mac-
roblocks will be bounded by τ .

5. EXPERIMENTATION

We modified an H.264/AVC encoder (JM reference software v. 18.0)
in order to include DCR in the motion prediction and coding of
residuals. Our test material includes 100 frames of two multiview
video sequences, Kendo and Balloons,2 with spatial resolution of

2Available at http://www.tanimoto.nuee.nagoya-u.ac.jp/
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Fig. 3. RD curves for Kendo and Balloons

1024 × 768 pixels and frame rate equal to 30 Hz. For both se-
quences we coded the disparity maps d3 and d5 of views 3 and 5
(with IPP. . . GOP structure), using either the original H.264/AVC
encoder or the modified one. In the latter case, we computed per-
pixel DCRs with three values of τ , namely τ = {3, 5, 7}. Given
the reconstructed disparities in both cases (with/without DCR), we
synthesize view v4 using the uncompressed views v3 and v5 and
the compressed depths d̃3 and d̃5. Finally, we evaluate the quality
of the reconstructed view v̂4 w.r.t. ground-truth center view v4.

The resulting rate-distortion curves are reported in Figure 3. For
the Kendo sequence, using τ = 5 we obtain an average gain in PSNR
of 0.34 dB and an average rate saving of about 28.5%, measured
through the Bjontegaard metric. Notice that the proposed method
enables a significant amount of bit saving by reducing selectively the
fidelity of the reconstructed depths where this is not bound to affect
excessively the synthesized view. On the other had, to achieve an
equivalent bitrate reduction, a conventional decoder should quantize
prediction residuals much more aggressively, and the quantization
error can affect all the synthesized pixels.

In order to show the impact of the proposed method on the
choice of motion vectors and optimal modes at the encoder, we show
in Table 1 the coding statistics of two RD points in Figure 3(a). We

Table 1. Coding statistics for two RD points of Kendo
bitrate
[kbps]

PSNR
[dB]

%
SKIP

Motion info.
[bit/frame]

Residuals
[bit/frame]

no DCR 230.4 33.99 80.20 582.10 522.41

DCR (τ = 5) 179.5 34.04 92.25 253.48 240.62

notice that most of the rate savings are obtained through a more effi-
cient use of SKIP mode (which increases by over 18% in this case),
and by a more efficient prediction of motion and coding of residuals.
Observe that in the current setting, we are not taking into account the
effect of quantization error, which could make reconstructed values
lie outside DCR. We will investigate how to push the de-quantized
and reconstructed values inside DCR in future work.

6. CONCLUSION

Depth maps need not be reproduced with high fidelity at the decoder
in order to synthesize novel views with acceptable quality. In this
paper we have formalized this intuition by defining per-pixel don’t
care regions. DCRs provide new degrees of freedom to the encoder,
which can result in a higher coding efficiency of depth. Specifically,
we demonstrated that DCR-aware motion compensation and coding
of residuals can lead to substantial coding gains with respect to state-
of-the-art video coding paradigms.

In fact, motion compensation and coding of residuals is a joint
estimation problem, since any value inside DCR is a feasible recon-
struction point which could entail a different RD cost. Also, quanti-
zation may move reconstructed values outside DCR, causing a dete-
rioration of the synthesized video’s quality. Solving both these two
issues is the focus of our current research.
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