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ABSTRACT

In a free-viewpoint video conferencing system, the viewan c
choose any desired viewpoint of the 3D scene for observaien-
dering of images for arbitrarily chosen viewpoint can beiestd
through depth-image-based rendering (DIBR), which tylicam-
ploys “texture-plus-depth” video format for 3D data exchan
Robust and timely transmission of multiple texture and depaps
over bandwidth-constrained and loss-prone networks isalerty-
ing problem. In this paper, we optimize transmission of migtv
video in texture-plus-depth format over a lossy channelffee
viewpoint synthesis at decoder. In particular, we consteuce-
cursive model to estimate the distortion in synthesized/ \dee to
errors in both texture and depth maps, and formulate a iatertion
optimization problem to select reference pictures for rblack en-
coding in H.264 in a computation-efficient way, in order toyide
unequal protection to different macroblocks. Results stimat the
proposed scheme can outperform random insertion of infraste
blocks by up td).73 dB at 5% loss.

Index Terms— Depth-image-based rendering, video streaming

1. INTRODUCTION

Depth-image-based rendering (DIBR) is an image synthesis-t
nique that enables rendering of an image from an arbitrahysen
virtual viewpoint in a multiview video system. It requirdset per-
pixel distances between the closely spaced cameras aribltcaf
the captured objects (depth maps), in addition to RGB imétges
ture maps) and camera calibration parameters. Depth mapseca
obtained by estimation algorithms like stereo-matchingsensors
like time-of-flight cameras. DIBR can be used in several ades.

In some advanced 3D video systems, only texture and deptls map

of a single view are transmitted, and the additional neiginigoview
required for stereo vision is rendered [1]. DIBR can also §eduto
implementfree-viewpoint televisignn which a viewer can choose
any desired view for personalized video playback [2].

In an interactive multiview video conferencing system,efre
viewpoint is desirable and can improve human’s visual pgercs
of depth in the 3D scene throughotion parallax Most previous
works focus on the compression performance of multivievewith
“texture-plus-depth” format [3]. Some recent works focpedfi-
cally on depth maps compression [4, 5]. For example, [4] sltbw
that during depth map encoding, H.264/AVC coding modes @n b
selected based on individual macroblock’s (MB) impact on-sy
thesized view distortion. In contrast, in this work we foarsthe
problem of reliable and timely transmission of “textureigpldepth”
format of multiview video over bandwidth-constrained amsd-
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prone networks, which is challenging for conferencing agapions
with stringent video playback deadlines.

Error-resilient streaming of video (texture) has been Wide
studied, and different techniques have been proposed dingu
encoding, transport, as well as post-processing errorezbment
methods [6]. In this paper, we utilize reference pictureesbn
(RPS) in H.264 to provide unequal protection to different /i
texture and depth videos. The main goal is to minimize theetqul
synthesized view distortion due to packet losses duringstrassion.
RPS is done at the MB level since not all MBs are equally imgoart
during view synthesis. In particular, we first construct eursive
distortion model to capture the effects of MB losses in textand
depth maps on synthesized view distortion. Then, we fortaula
a rate-distortion optimization problem, where MBs in tegtand
depth maps can select different coding modes and referéctcegs,
inducing different tradeoffs between rate and synthesiizstrtion.
We propose a Lagrangian-based algorithm to solve the MB RPS
problem in a computation-efficient manner, which is sugafur
our intended real-time video conferencing applicationp&imen-
tal results show that our proposed scheme can outperfordonan
insertion of intra refresh blocks by up @073dB at 5% loss.

2. RELATED WORK

Using the flexibility of RPS in H.264 to control error propéga in
motion compensated frames have been studied for singlevitkeo
at the frame level [7]. In contrast, we optimize RPS at the &l
according to the importance of each MB in texture and depthsmna
in order to minimize the expected synthesized view distarti

There are well-known recursive distortion models in therlit
ature. In [8], anrecursive optimal per-pixel estima{®OPE) is
proposed to estimate ppixel distortion by calculating the first and
second order moments of its decoded value. A frame-levébrdis
tion model for multiview video transmission is proposed9h [Our
work is inspired by [9], but extends the estimation from frarme to
per-block to support selective use of reference picturesmiared
to [8], our work supports loss in both texture and depth, amids
the unnecessary computation in deriving per-pixel diginrtvhen
decisions are made at block level.

In [10], a similar scheme to minimize expected synthesized v
distortion based on selection of reference frame at thekbleeel
was proposed for depth maps only. In this work, we first extéed
idea in [10] to encoding of both textusnd depth maps, where the
relative importance of texture and depth MBs must be detezthi
Second, we expand the coding modes available to each MB to in-
clude intra block coding. Third, we derive an objective fiioie and
corresponding optimization algorithm for encoding of bteRkture
and depth maps that nonetheless remains computationfidiieet.



3. PROBLEM FORMULATION

For both texture and depth map, we intelligently select alipter
MB for motion compensation (MC) for each MB in a current frame
at timet. Our goal is to minimize the expected distortion of an in-
termediate view at instamt synthesized via DIBR using texture and
depth maps of two adjacent coded views at decoder, and $ubjec
a transmission rate constraint. We first discuss how syiztb@:slis-
tortion in an interpolated view is affected by reconstroictéerrors in
anchor texture and depth maps. We then present the maticamati

formulation of the optimization.

3.1. Overview of Distortion in DIBR

Signal distortion at a synthesized viewpoint can arise friovo
causes: itextural error representing copying of erroneous texture
pixels in the anchor texture map of an adjacent captured,\aed

ii) disparity error caused by error in the anchor depth map of an

adjacent captured view, leading to geometric error of thewad
scene, and subsequent pixel copy to the wrong spatial tocati

If MB 1 of X is correctly received, then the corresponding error
e:fi(n,i,vt,i) depends first on whether MBis coded as intra or
inter block, and if it is the latter, on the quality of the reface block
b identified by MV v, ; in frame X, ;. In general, reference block
b can be interpolated using several neighboring MB& v, ; at
integer pixel coordinates, due to sub-pixel accuracy ircl'MC.

We can hence writeii(n,i, ve,;) as a weighted sum of errors of
these MBs if MB: is an inter block:

0
V2 okevy ; Ok €ry i k(Try i ko Ury i k)

eii(Tt,ivvt,i) = { g.;'\;:',z =t

(3)
whereay’s are the weights for the summation, and< 1 is the
attenuation factor that reflects the dissipating effectrobrein an
earlier frame over a sequence of motion-compensated frames

If MB i of X; is lost, then we assume a simple block copy pro-

cedure is used for loss concealment, where M® previous frame
X:—1is usedinits place. In this case, the erdy will be the previ-
ous MB's errores—1,;(T¢—1,i, v+—1,4) plusblock difference between

the synthesized image. We examine how these two kinds ofserro \g ; of frame X, and MBi of frame X;, 6,1 ;-

contribute to the synthesized distortion more closely next
A pixel (7, j) in texture mapX: at a captured viewpoint will map
to a pixel in synthesized imag#: shifted horizontally by disparity

Yi(i, g) *m:
St(i7j_§/t(i7j)*n):Xt(i7j) 1

wheren is the shift parameter that depends on the particular came
setup, and the location of the intermediate viewpoint betwthe
two captured views. Hence, if texture valig (i, j) is incorrectly
reconstructed at decoder by an amouenthen reconstructed pixel
Si(i,§ — Yi (4, 5) * n) also inherits distortione.

On the other hand, if depth valdé (4, j) is incorrectly recon-
structed by, then the wrong geometric information will lead to syn-
thesis of a wrong pixeli, 7 — (Y:(, ) 4+ €) *n) in interpolated view
Si. Assuming the texture in synthesized vigy is similar to the
texture mapX:, then the disparity error will lead to synthesized
distortion X+ (i, j) — X+ (4, j + € x n). For example, ifX¢ (7, j) is a
texture pixel inside a relatively smooth spatial regiorrldisparity
errore will lead to little (if any) synthesized distortion. K¢ (¢, 7) is
a texture pixel close to an object boundary, however, thepadity
error e may lead to copying of texture pixel from foreground ob-
ject to background (or vice versa), resulting in large digta. We
can thus make two observations regarding disparity erunlike
textural error, the resulting distortion in synthesizeewiS; is not
linear toe, and ii) resulting synthesized distortion f depends on
textural patterns in local neighborhood aroukig(z, 7).

3.2. A Recursive Error Model

We now derive the expected textural erroin differentially coded
texture maps due to channel losses. (Derivation for exgetitpar-

ity error ¢ in differentially coded depth maps is the same and thus

omitted.) Lete; ;(+,:, v¢,s) be the error of MB of frame X, given
it is motion-compensated using a block identified by motienter
(MV) v:; inside frameX, ,, 7¢; < t. If MB i is coded as an intra
block, thenr, ; = t andv,,; = 0. Letp be the probability that MB
of X, is correctlyreceived We can now write; ; (7¢,;, v¢,;) in terms
of e, (74,4, vs,s) ande, ,, the error of MBi of X if coded MBi is
correctly received and lost, respectively:

@)

1if pixel blending is used during DIBR where one pixel from leaap-
tured view is mixed for each synthesized pixeldp, then distortion in syn-
thesized pixel is linear te.

ei(Tei,v0i) = p el (Tei,ves) + (L—p) e,

(4)

The recursive definitions above compute channel-inducedser
given inter-frame dependencies established during MC e¥ipus
frames. To provide a base case for the recursion, we asswere th

€ = et—1,i(Te—1,i,Ve—1,i) + Or—1,i

/gxists either an intra block or atknowledged MBACKed MB) in

every dependency chain, one where the receiver has indiitdtas
been decoded without error, so that its channel-inducext &®.

3.3. Optimization Formulation

Having derived expected textural errey; and disparity errog; ;

in differentially coded texture and depth majis andY;, we per-
form optimization by minimizing synthesized distortiorbgect to a
transmission rate constraint, as follows. Textural eeror, as dis-
cussed in Section 3.1, contributes directly to the synteesdistor-
tion. For disparity errok,,;, we first determine the curvatues ;

of a quadratic penalty functiog ;() [5] that models the local syn-
thesized view distortion sensitivity to disparity value /B (¢,7).
The resulting synthesized distortion due to disparityreigthen the
quadratic functiory: ;(e: ;) evaluated with argument ;. For ex-
ample, if MB (¢, 1) is inside a flat spatial region with little texture,
thengy ;() is very flat with small resulting distortion, for reasonably
small disparity errog; ;. In summary, our objective function is the
following:

min
{7t,i,V¢,0:P¢,i 0, }

Z et,i(Te,i, Vi) + ge,i (€e,i(peyi,ues))  (B)

%

where the penalty functiog; () is:

1
gei(€6,i(peyisues)) = =ani [er,i(pei, uei)] (6)

2

Note that (5) is an approximation of the actual synthesided d
tortion at intermediate viev$:, since in general, textural erreg ;
and disparity error,,; affect synthesized distortion in a compli-
cated, non-linear way, especially when beth ande; ; are large.
Nonetheless, (5) is a good approximation when only one ofwtioe
errors is non-zero, and it leads to a simple optimizatiot@dore as
discussed in Section 4.

The optimization is subject to the rate constrditat instantt:
ZTt,i(Tt,i, Vt,i) + Cei(pryis ue,i) < Re (7

1



wherer; ; and(;,; are the resulting bit overhead required to code Specifically, for Kendo at 5% loss, we see that our schemeigeev

texture and depth MBt, i), given selection of reference frame / MV
pair, (7¢,i, vt,s) and(pe,s, ut,i ), respectively.

4. ALGORITHM

Instead of solving the constrained optimization probler 46d
(7), we can solve the corresponding Lagrangian probleneauktor
given multiplier\ > 0:

min
{7t,i,0¢,0,Pt,isUt i }

Zi et,i(Te,i,Ve,5) + Ge,i (€e,i(pr,isue,i)) +

®)

To solve (8) optimally, it is clear that we can separatelyroje
each texture or depth MBt, 7), each containing its corresponding
textural or disparity error and rate term:

FAY e i(Tei, vei) 4 Ci(peos, we,i)

min et,i(Te,i, Vi) + Area(Tei,ve4) Vi 9)
Tt,isVt,0
min g (er,i(priiruei)) + A Crilpeyisuei) Vi (10)
t,isUt, i

over 1 dB of PSNR improvement in 4 out of the 7 episodes of loss
followed by recovery. Corresponding number for Champagné i
out of 10 episodes. The average PSNR improvements for Kerdo a
0.204 dB, 0.722 dB and0.734 dB for 2%, 3% and5% losses, re-
spectively. Similarly, the PSNR improvement for Champagt#,
3% and5% losses ard).161 dB, 0.214 dB and0.355 dB, respec-
tively. The results are generated for only a portion of trepus@ces
with interesting motion, since losses in static frames candadily
concealed.

Detail crops are shown in Fig.2 and Fig. 3. The errors around
the swordsman of the right in Fig. 2-(a) and the errors in tihe ia
Fig. 3-(a) attest to the effectiveness of our scheme.

6. CONCLUSION

In this paper, we have presented a recursive distortion htode
estimate the effects of packet losses on view interpolatising
“texture-plus-depth” video in DIBR. We extended earlierdabthat
consider losses in depth map only to cover both depth andreext
maps, and developed an algorithm for the solution. Our éxsrts

(9) and (10) are minimized by searching through all feasibleusing H.264/AVC, though without support of block partitsoand

MVs in all valid reference frames. This can be done efficierftr
example, in a parallel implementation.

5. EXPERIMENTATION

sub-partitions, show a significant improvement in PSNR autat s
jective quality compare to random insertion of intra blogkith a
feedback channel available.
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Fig. 1. PSNR vs Frame plots for Kendo B124 x 768 pixels (top row) and Champagnel®80 x 960 (bottom row). The bitrates for Kendo
are6.6 Mbps forConventional H.264and9.0 Mbps for both“Conventional H.264+ Feedback and Intra Refrest#ndModified H.264 For
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Champagne, the bitrates d@r® Mbps and3.0 Mbps, respectively.
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Fig. 2. Cropped frame of Kendo with% packet losses for (&Con-

ventional H.2644 Feedback and Intra Refreshand (b)Modified
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Fig. 3. Cropped frame of Champagne witfi, packet losses for,
(a) “Conventional H.264+ Feedback and Intra Refresh'and (b)
Modified H.264
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