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ABSTRACT reference frames. In Fig 1, SP-fram&®, have identical re-

SP-frame is a new picture type of H.264 that can be perconstructed picture as that of SP-frafg,, even thougts P4
fectly reconstructed using one of several reference frames. fredicts fromp;, and S P; predicts fromP;. The SP-frame
this paper, we discuss how this property of SP-frame can b&2 is referred to as grimary SP-frame, whileS P is re-
exploited for controlling error propagation caused by packeterred to as aecondansP-frame.
losses. We first illustrate the benefits of the scheme through In this paper, we investigate a novel approach in which
example. We then present results for optimized streamin§P-frames are used to achieve two objectives, namely enhanc-
where PSNR performance of proposed usage of SP-frame iidg error-resilience by limiting error propagation, and provid-
compared to that of P-frames only. Results show that SANg rate-scalability for adaptation to time-varying channels.
frames can noticeably reduce distortion caused by packet loskegection 2, we first discuss how SP-frames can achieve ob-

compare to schemes based on P-frames only. jectives described above. Then, we compare the PSNR per-
formance of optimized streaming using SP-frames to that of
1. INTRODUCTION using P-frames only. The optimization procedures are cov-

ered in Section 3, while simulation results are presented in

When there is sufficient bandwidth and time, the ideal apSection 4. We then conclude with a summary. A shorter ver-
proach to packet loss recovery is retransmission. When ré&lon of this paper is presented in [5].
transmission becomes impractical due to bandwidth or latency
constraints, measures to control error propagation caused by USING SP-FRAMES FOR ERROR RESILIENCE
packet losses are needed. To this end, common approach in-
cludes the use of intra frames and blocks, multiple descripvideo coded using only P-frames has limited flexibility to ad-
tion coding, and NewPred in MPEG-4. Each of these apdress packet losses when transmitting under bandwidth or de-
proaches has its merits and drawbacks. Intra coding inculgy constrained environments. With SP-frames, an interesting
large penalty in coding performance. Multiple descriptionalternative is illustrated in Fig 1, where a video sequence is
coding often requires multiple disjoint paths to be effective.compressed and transmitted AsP, P, P;SP, PsPs. Some
NewPred requires a live encoder and is not applicable to storg¢ghmes, sayP, andP;, may be lost. Instead of retransmitting
content. As we will discuss later, the use of SP-frames offep, and P, the secondary SP-frans&”; may be sent. The use
an interesting alternative for controlling error propagation. of SP; has two advantages. First, it offers possible bandwidth

Beyond the traditional I-frame and P-frame, a new framesavings for bandwidth constrained environments. In particu-
type SP-frameis introduced in H.264. Readers interested inlar, the byte-size o5 P; may be smaller than the byte-size
detailed coverage of SP-frames are encouraged to read [3, 2uim of P, and P;. Second, it extends transmission deadline
A key characteristic of SP-frames is that they permit identifor latency constrained environments. Specificallf, has a
cal reconstructions of a picture from one of several possiblgater deadline than botR, and Ps.

The top graph of Fig 2 shows the effect of error propaga-
tion for video coded using P-frames only. We use 8san
_l < . ' . ' sequence with an isolated frame loss at frame 24, and a burst
Te~o - » loss of four frames starting at frame 24. We see a long tail of
‘ quality degradation despite improvement over time. The cor-
responding figure for SP-frames is shown in the bottom graph
Fig. 1. Example usage of SP-Frames for Error Resilienceof Fig 2. We employ a primary SP-frame every 16 frames
The original sequence is transmitted@®, P, PSPy PsPs.  (Agp = 16). A secondary SP-frame that predicts from frame
The sequencé, P, S P, Ps Py allows perfect reconstruction of 23 and reconstructs the next primary SP-frame (frame 32) is
P5 and effectively stopping error propagation due to loss ofilso sent in response to packet loss. We see that the distortion

Py, P or SPy. tail is effectively truncated with the reception of the secondary
SP-frame. The same termination of error propagation can be
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Fig. 2. Packet losses caused error propagaticdBdansequence. Top: only P-frames are used. Bottom: SP-frames are used.

achieved by frequent use of I-frames. The use of SP-framesis 3. OPTIMIZED STREAMING WITH S-FRAMES
preferable in that primary SP-frames incur a smaller overhead

in coding efficiency compared to I-frames, and secondary SRy first present network and source models used in this pa-
frames are only transmitted when losses occur. In contrasber, We then discuss how SP-frames should be encoded given
frequent use of I-frame represent a large overhead regardlegsstorage constraint. This is an off-line optimization before
of whether losses actual occur. streaming begins. Finally, we discuss how optimized stream-

ing is realized for video with P-frames only, and for video

The use of SP-frames costs more bits than P-frames at theih sp_frames constructed using the off-line optimization.
same quality. For bandwidth-constrained environments, the

additional transmission of secondary SP-frame in response to

losses can be justified by omitting the transmission of video

until after the next primary SP-frame. This scheme is callec-1: Source Model
skip-till-next-SHn Fig 2, and achieves higher bandwidth sav-

ings at the expense of higher temporary distortion. Similar to our earlier work on reference frame selection [4],

we model each fram& F;, by a node in an directed acyclic

Comparingskip-till-next-SPwith P-frames only, we see 9raph as shown in Fig 3. The presence of edge means
that using SP-frames are clearly preferable under burst lodE2Me £ can usef; for motion compensation. There is only
- somewhat higher transient distortion but much shorter tailoN€ €dge for a P-frame, but two for a SP-frame. Associated
Fewer bytes are being sent usisigp-till-next-SPscheme as  With % is a deadlind’;, upon which the framé; must be de-
well. For isolated loss, the P-frame only scheme results iff“éred to the client or it will be rendered useless. Associated
a long distortion tail of smaller magnitude, whose distortionith €ach edge; ; is a rate term; ; specifying the byte size
sum may be larger or smaller than that of using SP-framedf £'i iS encoded using; as reference. Generally, ; is large

Visually though, the shorter distortion tail achieved by Sp-for large temporal distance betweéhand £. In addition,
frames is often preferable to that of P-frames. we assume an SP-frame is inserted into the video sequence

every Agp frames, and a secondary SP-fraingses frame
In actual transmission, losses can occur in multiple placed,— dsp as reference when performing motion prediction and
and consists of a mixture of isolated and burst losses. Withigompensation. Fig 3 shows an example whegp = 4 and
the constraints of available bandwidth and latency, a sendésp = 2. We will choose the parametesssp andésp dur-
may attempt limited retransmission in an optimized fashioring an off-line optimization.
as well. We would next compare the use of SP-frame with  Finally, we assume constant frame raté-8fSframes per
P-frames only in such settings. second and an initial client buffering delayBf/F seconds.



Similar termsq(7) andQ(7) are defined by reversing the role
of ¢ andp. The probability of exactlyn losses im packets
after an observed lost packét(m, n), is given by:

P(n) for m=0 andn >0

A=4 R(m,n) =

> p@R(m—1,n—i—1) for 1<m<n
=0

Fig. 3. An example directed acyclic graph source model . )
The probability of exactlyn losses i packets between

two lost packets after an observed lost packéty, n), is
given by:

P
/—\
1_ —
p 1—q p(n) for m=0 andn >0
C Q r(m,n) = Zp(i)r(m—lvn_i_l) for 1<m<n
q i=0
N

The probability of exactlyn losses inn packets after a

Fig. 4. Gilbert model for packet losses. By changing paramellloSt packet and preceding a received pack@ty, n), is:

tersp andgq, different average packet loss rate and burst lengt
can be achieved. 7(m,n) = R(m,n) — r(m,n)
QuantitiesS(m,n), s(m,n) and s(m,n) are similarly de-
3.2. Network Model fined, with@(n) andg(n) in place of P(n) andp(n).

We assume a network with constant bandwidtt’dbps, and

a Gilbert packet loss process. A gilbert model of parameters
andg are given in Fig. 4, where theand1 states corresponds Given a storage space limif* in bytes, we seek to deter-

to packet delivery and loss, respectively. The parameters mine the parameterssp anddgp that realize the highest ex-
andg corresponds to the state transition probabilities, and it ipected number of correctly decoded frames under an assumed
known that the average loss rate for such channel is given liyandwidth and Gilbert channel. The storage constraint can be
m = p/(p + q), and the average burst length is givenly.  written as:

The effect of a burst loss process on a constant bandwidth

3.4. Optimized Off-line Encoding of SP-frames

channel is time varying achievable throughput. Different lev- N Lﬁj
els of the bandwidth constraint are realized by varyingn To.o + Zri i1+ Z Finep. ihsp—sen <V (1)
different experiments. We assume negligible network delays ’ = P ’

and instantaneous packet losses naotification when performing _ _
the off-line optimization to determind sp anddgp. In sim- where the three terms are the size of I-frame, size of P-frames

ulation of optimized streaming, a shifted-Gamma-distributecd@nd primary SP-frames, and size of secondary SP-frames, re-
delay is assumed. spectively. The number of inter-frames following an I-frame
is denoted byV. Intuitively, largeAsp corresponds to small
storage size due to the use of fewer SP-frames. In contrast,
largedsp corresponds to large storage size due to large tem-
Given Gilbert model of parameteysand g, several useful Poral distance from the reference frame.

guantities can be computed [1]. For 0, we denote by (i) Our off-line objective is to maximized the expected num-
the probability of having at leastonsecutive delivered pack- ber of correctly decodeable frames:

ets following a lost packet, and i) the probability of hav-

3.3. Some Useful Definitions

. . . N

ing exactlyi consecutive delivered packets between two lost i Z D. @
packets. For the Gilbert channel, these quantities are given Aspdse | ¢

by: =

where D;, the successfullecodingprobability of frameF;,

) can be expressed as:
1—g¢q if i=0

pli) = { q(1 —p)"~'p otherwise L; if F;is |-frame
Pli 1 if i1=0 D, =< LD, if F;is P-frame 3)
@ = q(1—p)"~'  otherwise LiDi_y + L\ D;_s,, if F;is SP-frame



where L; denote the successfdelivery probability of F;,
andLl(.z) denote the delivery probability of secondary version
SP-frameF;. For sequences with an I-frame followed by P- P (@ +9(1)) = > Pia() 7 7(j —w—hi1, j—w—1)
frames only, (3) reduces tb; = H;?:OLJ-. For SP-frames, J

(3) corresponds to the two mutually exclusive cases with and
without using secondary frames.

Central to the computation df; is the random variable
w;, the number of available packet transmission opportunities Having derived?; (w; ), we can computé;, similarly done
for F; after successful delivery of frames up to and includingin (5), as:

F;_1. Initially, the starting number of transmission opportu-

whereP/ is given by:

+ Pi1(j) A =m)s(hisa =1, j —w—1)

nities for the first frame is given by:

Wy = LBUF X (1000 X C/8)/8PktJ (4)

wheres,; is the average packet size. In genesalis a ran-
dom variable with probability mass functidf(w;). The crux
of the off-line optimization is the derivation @¥;(w;) using a
trellis, which we discuss next.

2nd SP

failure ®

g(1) o
g(D)+1 o

Fig. 5. Transmission Opportunity Trellis

Transmission Opportunity Trellis: We can trackP; (w;) us-

ing a trellis. The trellis for the source model of Fig 3 is il-

lustrated in Fig 5. At stage of the trellis,wy equalsuy with
probability 1, and, can be calculated simply as:

Lo =Y wR(j — ho,@0) + (1 — m)S(j, @0)
j=ho

(5)

whereh; is the number of packets fd¥;. To calculateP; (w)
at next stage of the trellis, we note that, receives a replen-

ishment of one frame interval worth of transmission opportu
nities, denoted by(1), due to the later playback deadline of

F, compare taFy. g(7) is defined similarly to (4):

g(1) = |7/FPS x (1000 x C/8)/spkt | (6)

Forw; to assume the value+ g(1), F; must have exhausted P/ (y,) =

wo — w opportunities for successful delivery af, packets.
This happens ify used exactlyog — w — 1 opportunities to

deliver hy — 1 packets, with the last packet transmitted suc-

cessfully. More generally, to compuf® (w;) for frame F;
that is not a secondary SP-frame, we write:
P(wi)
Pi(w;) = <+
“) =S P

L;= ZPi(wi) Z TR(w; — jyw;) + (1 —m)S(J, w;)
Wi j=h;

ComputingLf.Q) for secondary SP-framg; is more com-
plicated. We first assume that transmission of a secondary SP-
frame is triggered when the sender failed to correctly deliver
a non-essential frame. We call a frameessentiaframe if
it must be correctly decoded for future frames to be correctly
decoded. In Fig 3, the essential frames&i®, Py(1), P1(2)
andSs(4), while P»(3) is anon-essentialrame. For an SP-
frame F;, we compute the probability that each of the non-
essential framé-}, fails to be delivered1(— L;). This will
trigger the transmission of secondary frafiewith g(i — k)
transmission opportunities. Writing= ¢ — k, we have:

1—1 k—1
L = Y a-w| I &L
k=i—dsp+1 j=i—dsp+1
g(7)
Z mR(g(T) — j,g(7)) + (1 —m)S(4,9(7))
j=h{¥

wherehz@) is the size of the secondary SP version of frame
F;.

To complete the analysis, we need to compute the pmf
PSP (w;) of SP-frameF; for future framesF;, j > i, whose
pmf P;(w;) depends o?F (w;). PPF (w;) is the weighted
average of the two possible pmf3,(w;) andPl.@) (w;), where
the weights correspond to the probabilities that the primary
and the secondary version bf are sent.

p? (w;) for secondary SP itself is the weighted average

7

of pmfs, where each pmf is the triggered result from the de-
livery failure event of a non-essential framg:

i—1 k-1
> (1-1Ly) I
k=i—dsp+1 j=i—dsp+1

[ 790 = k) —wi = b, gi = k) — wi)+
(1=m) (b = 1,g(i — k) = wi = 1)]

P (w)
. P (a)



Primary SP’s pmfP;(w;)’s is calculated like a P-frame using packet transmission delay, and a client buffer of 1 second is

(7) and (8). We now write the pmf for the SP-frame as: assumed.
The PSNR comparison fapt-SPandopt-Pfor Searand
op izl Foremansequences are shown in in Figs 6 and 7, respectively.
PP (wi) = Pi(ws) I |+ The performance is shown in PSNR as function of the channel
j=i—dsp+1 bandwidthC'. Each point is averaged over 3000 independent

We see thabpt-SPgenerally outperformspt-P over a
wide range channel bandwidth and irrespective of burst length.
For both sequences, we see that as bandwidth becomes more

Given this is an off-line Optimization, our approach is to constrained, the performance improvemempﬂ.spoveropt-
employ these formulas to compute the optimd|, andds, P increases. This is due to more opportunities in which sec-
that maximize (2) while satisfying (1) via exhaustive search. opndary SP-frames need to be deployed under constrained band-

width. As discussed in Section 2, the employment of sec-
3.5. Optimized Real-time Streaming ondary SP-frames causes high transient distortion, but con-

sumes less bandwidth, and provides a relaxed transmission
For video with an I-frame followed by P-frames only, our deadline for the secondary SP-frames. Specifically, at very
optimization strategy Is to retry transmission at every tranSConstrained bandwidth, such as 28 kbpsgearand 83 kbps
mission opportunity until the packet is received, or the disfor Foreman opt-SPoutperformsopt-P by 2-3 dB for Sean
play deadline has passed. We then transmit the next packghd about 1 dB foForeman Since we have 10% loss rate,
and perform error concealment via frame-copy. We call thighese channel bandwidth are smaller than the bit-rate for their
schemeopt-P. respective video. At about 31 kbps f8eanand 91 kbps for

For video encoded with SP-frames usiAg, andds,  Foreman the average achievable throughput for the channel
determined from Section 3.4, our optimized streaming stratequals the media bit-rate. At those channel bandwidtps,
egy proceeds as follows. For packets before the “switchingpPoutperformopt-Pby about 1.7 dB and 0.7 dB f@earand
point”, such asl(0), Po(1) and 1 (2) in Fig 3, the sender Foreman respectively.
would transmit all packets in order, and perform all necessary At about 36 kbps forSeanand 104 kbps foForeman
retransmissions until timeout. In Fig 3, this medfigl) and  he average throughput of the channel is 15% higher than the
F1(2) are always retransmitted until ACKed or deadline hasnedia bit-rate. At those channel bandwidths, we see that the
passed. When packets after the "switching point”, such agerformance improvement opt-SPoveropt-Plargely disap-
P»(3), is lost, we have two options: 1) retransmit lost packetipears. This is due to the fact that when bandwidth is plentiful,
and, 2) ignore all current and future non-essential frames untihost frames are received correctly for both schemes. We also
the next SP-frame, and transmit the next secondary SP-framggtice that for channels with larger average lengths of burst
Our strategy in this paper is to choose the option with th§ogses, the performance improvemenopt-SPoveropt-Pis
largest expected number of frames that can be correctly dTarger. Specifically, at 36 kbps f@ean opt-SPoutperforms

i—1 simulated transmission of a 10 seconds clip.
(wi) [1- L;

Jj=i—dsp+1

coded. We call this schenupt-SP opt-P by 0.2 dB when average burst length is 3, but 0.6 dB
when burst length is 5. Similarly, at 103 kbps fesreman
4. SIMULATION RESULTS opt-SPoutperform=opt-Pby 0 dB when burst length is 3, but

0.5 dB when burst length is 5. This can be explained by the
We performed simulations to compare PSNR achievenpdy ~ fact that when bandwidth is plentiful, a high burst channel is
SPandopt-P. We use two ten-seconds QCIF sequerean more likely to experience temporary throughput degradation,
andForemanat 10 fps. The&Searsequence is a “talking head” and therefore more opportunities fopt-SPto excel.
sequence with a stationary background wiit@emancon- We also notice that as the average burst length of the chan-
tains complex motion. The sequences are coded using fixawl increase, the channel bandwidth range in wlaphSP
quantization parameter of 27 for I-frames and P-frames, andutperformsopt-P increases. Specifically, fdean opt-SP
QP and QS of 24 and 21, respectively, for SP-frames. Theswutperformsopt-P for channel bandwidth less than 37 kbps
parameters yields roughly similar PSNR for both P and SRvhen average burst length is 3. The range is extended to 40
frames. The bit-rates were about 28 and 82 kbpsSlean kbps and beyond for average burst lengths of 5 and 8. For the
and Foreman respectively. The parametefssp is chosen Foremansequencegpt-SPoutperformsopt-P when channel
from {4,8,12,16}, anddsp from 2 to Agp using procedure bandwidth is less than 104 kbps when average burst length is
described above witly* equals to twice the rate for P-only 3. The range is extended to 115 kbps and beyond 120 kbps
stream. We set the average loss rate of the Gilbert loss prathen burst length becomes 5 and 8, respectively. Again, this
cess to be 10%, with varying burst lengths. A shifted Gammas due to the fact that a more bursty channel is more likely to
distribution withx=50 ms,a =4, and\ = 0.2 is used to model suffer from temporary throughput degradation under the con-



dition of high channel bandwidth.

Under otherwise identical conditions, PSNR is generally
lower when burst length is longer. This is due to the difficulty —~ m
in recovering from long bursts. 2

Results in Figs 6 and 7 shows PSNR averaged over t|mZ
and different simulation runs. In practice, at the same PSNF'l
artifacts produced bgpt-SPhave shorter time support and is
often preferable to that afpt-P.
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Fig. 6. PSNR performance f@earfor average channel burst

lengths of 3 (top), 5 (middle) and 8 (bottom).

(4]
5. SUMMARY

In this paper, we proposed a way to use SP-frames to effeé—]
tively stop error propagation caused by losses. We proposed
an off-line optimization procedure to compute some encoding

parameters for SP-frames, and then showed via simulations
that optimized streaming using SP-frames can achieve higher
average PSNR than optimized streaming using P-frames only.
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