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Abstract—A key challenge to low-latency wireless video stream- leaving is necessary to de-correlate channel losses fort6EC
ing, where persistent retransmission is impractical, is eor pe effective, further increasing the end-to-end deliveziag

control. While SP-frame adaptation of H.264 has potential © At th lication | .. trol tech
mitigate error propagation, streaming server is often eitter € applicauon fayer, one promising error control tech-

situated too far to react in a timely fashion to client feedbaks, n?que for H.264 v_ideo_is the use (SP-frame[_l], where a
or too computationally constrained to perform the necessdly picture F; can be identically reconstructed using only one of

complex adaptation simultaneously for multiple clients indif- two encoded versions of SP-framgritnary and secondary,
ferent sessions. In this paper, we present an innovative @r each predictively encoded using a different past frame ¢com

control mechanism using SP-frames of H.264 and performed .
by a network intermediary for video streaming to a wireless monly previous frame;_, and a further back frame; _;) as

client. Using an intermediary means it is more responsive to reference. Error propagation at the client can be mitigéted
client feedbacks due to its close proximity, and it can offlod either primary or secondary SP-frame is decoded on time. For
computation complexity from the streaming server. Simulaton g server to effectively utilize this feature, however, itstu)
shows that about 2 dB improvement in PSNR is achievable for (e4ct to Josses reported by the client in a timely fashiomt, an
video streaming with low latency requirements over traditonal .. - .
schemes using | and P-frames only. ii) to constr_uct and send secon_dary SP_—fra_m.es in real-time
based on client feedbacks. The first task is difficult due & th
large round trip delay in our wireless scenario, and thersgco
is not always possible if the server needs to simultaneously
Maintaining the quality of low-latency streaming video isserve multiple streaming clients in different sessions.

challenging due to the large bandwidth usage and the striciy 4 separate development, modern streaming systems are
requirement of continually delivering video frames on tim&mploying intermediaries [2] between servers and clieass,
Even more difficult is low-latency streaming over wirelesgepicted in Fig. 1, to perform functions such as stream cachi
cellular networks, where rampant packet losses and consigy relaying to improve streaming reliability and scaiapil
erable transmission delays further exacerbate the probfemgg, wireless streaming, we have shown in our earlier work [3]
error control. In such demanding streaming scenarios, ORfat one such intermediary, tf8treaming Agent (SAjocated

a small number of retransmissions are possible to recoveg@ihe junction of wired network and a wireless link, can

portion of lost packets. Schemes using forward error corregtfectively exploit any excess bandwidth in either subaptat
tion (FEC) incur additional channel encoding and decodingqyce loss rate. See Fig.2 for an illustration.

latency; moreover, for burst loss channels, significangrint

I. INTRODUCTION

The SA is an ideal candidate to perform aforementioned
SP-frame adaptation: i) its close proximity to the wireless
client means it can respond in a more timely fashion to client
feedbacks; and, ii) its real-time construction of secon&i?-
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Fig. 1. Modern streaming systems employ intermediaries niprove Fig. 2. A Streaming Agent can perform different number ofae$missions
scalability and reliability for large number of users. depending on bandwidth and delay of each sub-path.



frames means it offloads computational complexity from thmuitable number of retransmissions given each frame’s-play
server. Moreover, deploying SA as an intermediary means dm&ck deadline. Each frame arriving at an intermediary at a
can exploit fully the available bandwidth in wired netwotlg§ later time, and at a client at a yet later time. The low-lagenc
and wireless link {g), while a simple server-client connectiorclient will display each video frame shortly after receptio
can only transmit at the minimum ratein(ca, c¢g). and discard frames that arrive past their display deadlines
In this paper, we propose a novel low-latency error contr8erver uses video source with periodic (peridd video
scheme using SP-frames of H.264 and performed by SA filtames coded using primary SP-frames (shown in green). A
wireless video streaming system. Specifically, we considetkey characteristic of primary SP-frames is that each allihes
streaming scenario where SA performs streaming optinaizaticonstruction of a secondary SP-frame (shown in blue) that ca
to dynamically decide whether to employ SP-frame adaptatiqerfectlyreconstruct the same picture as the primary SP-frame,
perform limited retransmission, or simply ignore packsskes. but from a different reference frame [1]. When irrecoveeabl
The rest of the paper is organized as follows. We presesdcket losses (shown in red) occur in the intermediarylient
a discussion on related works in Section Il, followed by asub-path, e.g., due to an expired deadline, the intermedaar
overview of our scheme in Section Ill. Associated optimizawait for the arrival of the next primary SP-frame from server
tion using SA is discussed in Section IV. Simulations anghen constructs and transmits the corresponding seco’dary
conclusions are given in Sections V and VI, respectively. frame in place of the original primary SP-frame to the clieent
Il. RELATED WORK prevent error propagation. In our example, the intermgder
aware of the loss of fram2and3 at the client and constructs

Many video source coding techniques for improved error ;
nany Vi ; ing q hy . and transmits the secondary SP-framehat references the
resilience is compatible with low-latency streaming. Imtjgza

ular, H.264 provides the Flexible Macroblock Order (FMO orr_ectly received framé_instead Of. the primary SP-framie

and Arbitrary Slice Order (ASO) for error resilience [4]. client can then repair its state with the secondary SI_Déram
These techniques attempt to limit error propagatidthin a 4, and the intermediary reverts back to normal operation.
frame, and cannot limit error propagation from frame to feam  Similarly, if a packet expires its client playback deadline
Reference Picture Selection is another feature of H.268u2 d" the server-to-intermediary sub-path, the intermedizayp
H.264 that can effectively stop temporal error propagatioﬁ'so wait fo_r the next SP-frame, then construct and send the
but requires a live encoder and is not applicable to storé@rresponding secondary SP-frame to the client to restore
or pre-encoded content. Multiple description coding sobemdecoding state. In the example of Fig. 3, before encoding a
are compatible with low-latency and burst loss channel onfgcondary SP-frame, the target frameeeds to be correctly
with the use of multiple disjoint delivery paths [5]. In thisrgconstructed, which requires reception and decodmg of th
paper, our focus is on using SP-frames to control tempofHt four frames. Nevertheless, for the purpose of constrgc
error propagation; it is compatible with features such aoFmthe secondary SP-frame, it is only necessary that all four

and ASO and applicable to stored content delivered overfgmes are delivered by the deadline of frameven though
single burst loss channel. they may individually be too late for display purpose. This

For SP-frames, most existing works focus on jointly sallows extra time for retransmissions of lost packets on the
lecting the many quantization parameters associated wi@fver-to-intermediary sub-path: frameto 4 only need to
primary and secondary SP-frames to optimize rate-distortiarrive by deadline of frame for construction of secondary
performance, and are not directly related to error resiietn SP-framed.
our earlier work [6] on using SP-frames for error resilienge
limit our consideration to the case of server-to-clienhmis-
sion without involving a network intermediary, and only @nd
moderate delay constraints of about one second. In thisrpape  seaming
we extend the earlier results to the more challenging saenar Souree
where delay constraint is more tight, and the intermediary,
unlike the server, does not have access to the entire caaitent
any time, and cannot transmit packets beforehand.

Works on network intermediaries [2], including our earlier
work on Streaming Agent [3], focus on demonstrating the
benefits of such entities using media agnostic channel godin
or retransmission schemes. In contrast, our current warkso
on a specific usage of such intermediaries in a fashion that is
tightly coupled with the characteristics of SP-frames.

Time

IIl. OVERVIEW: USING SPFRAMES FORLOW-LATENCY

ERROR CONTROL ) _ .
. . . . Fig. 3. On demand construction of secondary SP-frames isveal@ncy
An overview of our scheme is illustrated in Fig. 3. Aerror control mechanism to limit error propagation. Theesub is shown

streaming server transmits video frames in sequence, wg#ing performed in a network intermediary from stored casped video.
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Fig. 5. Gilbert Loss Model

Fig. 4. Graphical representation of assumed source modelsizie of video
frames represented in number of packiets )
the secondary SP-franfg;, 1) of groupj using F(; 1 1ya s,

as reference is denoted by; 1)a (j+1)a—s,- Fig.4 shows an
The key benefits of the scheme includes: (1) low-latency, agsample of our source model with = 4 and§ = 2.

minimal retransmissions and no interleaving are invol&y,
efficient elimination of error propagation due to late any g Network Model & Basic Definitions
frames, and (3) bandwidth efficiency. Even though a secgndar
SP-frame can be large, it is transmitted only on demand whenVe first assume wired network and wireless link have
losses occur, and can be smaller than the sum sizes of frariégrage bandwidth, andcp and average forward-trip delay
needed to repair decoder state (frames 2, 3 and 4 in Fig. @). and dp, respectively.c4 can be obtained, for example,
On the negative side, the lost frames (frames 2 and 3) remaiit$ng an equation-based congestion avoidance algorittietca
corrupted, and the use of primary SP-frames adds a mind¢P-friendly Rate Control (TFRC) [7] based on observable
bit-rate overhead. In the remaining sections, we evaluae €nd-to-end wired network statistics; can be obtained during
balance of the pros and cons in a streaming scenario ingplvif¥ireless session negotiation and setup between baserstati
a streaming agent, where limited retransmission is pedrmand the wireless client [8]. We will use subscrigt and

between the two Sub-paths given a de|ay constraint. B on various quantities throughout to denote wired network
and wireless link, respectively. Given bandwidth (cg), a
IV. SA-BASED OPTIMIZED STREAMING USING transmission duration maps to an integer number tfns-
SPFRAMES mission opportunities 4 (t) (op(t)) for fixed packet sizeu;

In our system in Fig.3, little intelligence is assumed fog thmore precisely, the numbers of packets that can be tramshitt
streaming server or client besides the ability to initiatel a across the wired network and wireless link in duratioare
respond to retransmission requests. The server simplgrsse respectively:
video frames according to their presentation time, and the

task of deciding whether and when to construct secondary calt—da)
SP-frames, and from which reference frame, is determined oalt) = {fJ
by our network intermediary—the Streaming Agent. A high- et —dp)
level overview of our scheme is already given in the previous op(t) = { u J @

section. In this section, we further discuss how to perform
optimized streaming at the Streaming Agent. We will discuss
the network and source models assumed in this paper, intro

duce relevant notations and show how appropriate object ; :
lay @4 < dg) than the wireless counterpart. In the sim-

functions can be computed, and optimization performed. . X : .
particular, we will discuss how to perform an offline Op_u ation experiment, each packet experiences independent a

timization to determine primary frame frequengy in the identically distributed (iid) random variable delays and~p

video source before streaming commences in Section |V_@,W|rehqfn3tv(v;ork and dyvlre_Les_s link respec(;lvely, each with i
and how to perform online optimization to decide when an@¥n shifted Gamma distributiofi(v.) andI's (7).

how secondary SP frame should be used in Section Iv-D.We model the loss process in each of the wired network
Simulation results using these assumptions and optimizatiand wireless link as a discrete-time two-state Markov model

Figure 2 illustrates the typical case where the wired networ
s larger bandwidthcy > c¢p) and smaller transmission

will be presented later in Section V. (Gilbert model), with parameter&a,q4) and (ps.gp) re-
spectively. See Figure 5 for an illustration, where staté )0 (
A. Source Model for SP-Frames implies a successfully (unsuccessfully) delivered packet

We assume a constant-frame-rate video sourdg fames, Given a Gilbert model with parametefsand ¢, we can
Fy,...Fy_1, whereFy is intra-coded, and frameBa, Foa, define the following definitions as done in [6]. Lgt), ¢ > 0,
and so forth are coded using SP-frame, and the rest are codedthe probability of havingxactly: consecutive correctly
using P-frames. Frame{stAH, . ,F(jH)A} are referred to delivered packets between two lost packets, following an
as groupj. Compressed frame df; is broken intoh; packets, observed lost packet, i.ep(i) = Pr(0'1|1). Let P(i) be
each of which is no larger than a givéhiTU bytes. F; must the probability of havingat least i consecutive correctly
be delivered to the client by playback deadlifig we assume delivered packets, following an observed lost packet, i.e.
streaming session starts at tifeThe number of packets for P(i) = Pr(0%|1). p(i) and P(i) can be written as:



transmissions, then correctly delivered from SA to cliamt i

o f1-q if i=0 (» remaining duratiorfr; — 04" (n), whereoy ' (n) = 2% + da,
o= { a1-p)"~'p ow. for 0 < n < o4(Ty). We can write:
N 1 if i=0
P@E) = { q(1— p)ifl O.W. (3 oA(T1)
q(i) andQ(i) are complementarily defined functiongj) = L= Y Lia Lis(os (Ti —o3'(n))

n=1

Pr(110|0) and Q(i) = Pr(1%|0).
We next defineR(m,n) as the probability that there are
exactlym lost packets inn packets, following an observed L, z(m)

Ll,A(n) WAFA(n—ho,n—l)—i—(l—ﬂA)SA(hQ—Ln—1)
m—hg

> msRp(k,m)+ (1—7p)Sp(ho+k,m) (8

lost packet. It can be expressed recursively as: k=0
where Ly 4(n) is the probability of F; being successfully
Pn) for m=0-andn =0 gelivered from server to SA iexactlyn opportunities, and
R(m, n) > p@R(m —1,n—i—1) for 1<m<n L, p(m) is the probability of /; being correctly delivered
=0 from SA to client inat mostm opportunities.

A
@ For P-frame or primary SP-framg, i > 1, the calculation

of L; is more involved, due to uncertainty in the duration
required for the successful delivery of previous franigsto
F;_1. Let P;(¢) be the probability that duration is available
for F}, i.e., server can begin transmissionffat timeT; — ¢

We additionally define(m,n) as the probability that there
are exactly m loss packets imm packetsbetweentwo lost
packets, following an observed lost packetm,n) can be

similarly expressed recursively. Finally, we defif@gn,n) as , : .
the probability that there arexactly m lost packets in, ~UPON completing delivery of? to Fi_; to SA. Similarly, let

packets, following an observed lost packet and precedinga(¢) P€ the probability that SA can begin transmissiorff
successfully received packet: at timeT; — ¢ upon completing delivery of; to F;_; to the

client. L; can then be analyzed as follows. Suppose duration
7(m,n) = R(m,n) — r(m,n) (5) ¢ is available to deliverF; from server to client. If it takes

As counterpart taR(m,n), S(m,n) is the probability that n opportunities to send; packets from server to SA—with
there areexactlym received packets im packets, following Probability L; 4(n), that would leave duratiop —o," (n) for
an observed received packetm,n) and3s(m,n) are similar SA to sendF; to client. UponkF;'s arrival at SA, there are two
counterparts to(m,n) and#(m,n). Definitions of S(m,n), cases: i) SA is ready and waiting at tirfie— (¢ — o' (n)), in
s(m,n) and5(m,n) are identical to their respective counterwhich case the full duration—o ' (n) is available for delivery
parts, withQ(n) andg¢(n) in place of P(n) andp(n). of F; from SA to client, or, ii) SA is still busy sending previous

) L frames, in which case an even smaller duration is availairle f
C. Offline Optimization delivery of F;. We can now writeL; as follows:
We use offline optimization to determine the optimal pri-

mary SP-frame frequencx. We first describe the objective °4(9)

T;
function used, then the algorithm to find the optintal L. = /0 Pi(¢) Z:l Lia() [Lis (o5 (6= 0x' () =
1) Objective Function:Suppose we fix the set of frames 1, - LY
in the sequence we will seralpriori: for each SP-frame, we /¢ﬂrl<n) Qi(¢)d¢ +/0 Qi(¢) Li,s(0B(¢)) dc} d¢
select one of either primary or secondary version for fixed 4 ©)

A; for P-frames, we forgo P-frames that a selected secondaryy, contrast,L; (n) andL; 5(n) are simpler because trans-
frame references over (for example, for selected secondary mission of £, at server and at SA always starts when the
Fy in Fig. 4). Let D; be the successfudecodingprobability qelivery of F;_; is just successfully completed. That means

of F;. Selected frames leads to a setdfandd;'s, and the he |ast packet transmitted fdf,_; is successful, and hence
offline objective valueV,;, the expected number of timelyihe channel is in good state

decoded frames at the client, can be written as:

L%J71 A=d; LiyA(n) = SA(hi —l,n—l)
Voff = DO + DjA+i + D( i+1)A (6) n—h;
; ! L;,B(n) > Sp(hi+j,n) (10)
7=0

§=0

Let L; be the successfulmely deliveryprobability of F;.

D, and L; bear the following relation: The crux is in evaluating’; (¢) andQ;(¢) for F;. Similarly

done in [6], we approximate them as discrete functions:

D; = iLD :; ? :: :;f-rf?gqn?e or primary SP M Biln] = Pl(Z—“) and Q;m] = Qi(r:_:)’ for n,m & I.
T LED:; if £, is secondary §P Y In words, Pi[nT (Q:[m]) is the probability that there are

(m) transmission opportunities fdr; from server (from SA)
For the first I-frame,F} is successfully decoded iff it is to client. We calculateP;[n] from previousF;_i's P,_1[n].
correctly delivered from server to SA in exactly packet First, F; receives fresh transmission opportunitiesagf =



oa(T; —T;—1 + da) relative toF;_; due to its later playback The payload changes reflect, respectively, the combined siz
deadline.d 4 is added to avoid double counting transmissioaf P-frames and primary SP-frame needed from server to SA
delay. SecondF; inherits opportunities not expended by thdefore secondary SP-frame construction, and the size of the
delivery of F;_1. More precisely,F; will receive n leftover secondary SP-frame from SA to client.

opportunities ifF;_; uses onlyk—n attempts forh;_; packets  2) Optimization ProcedureHaving described the evalua-
out of a budget o opportunities. Summing this for all budgettion of objective (6), for a giver\, we find the locally optimal

sizes, we get: set of §;'s that maximized/, ;; by adjusting oné; at a time,
until the set converges. We compare the resulting objective
Pojn] = { |f n = o04(To) value with other values obtained using oth®rsettings. The
optimal A is simply one with a corresponding set &fs that
Piln+a] = Y Pialklsa(hioi—1,k—n—1) maximizes (6).
k
Pin] = ; Bl 1) D. Or.1I|ne Opt|m|.zat|on o | o
¢ Unlike the offline optimization, the online optimization
where P, = 3" p[ ] is needed for normalization. needs to be simple and efficient enough to be performed in
Q [ ] can be derived S|m||ar|y Fresh transmission Oppofeal -time by SA. As SUCh both the ObjeCtlve function and the

tunities y; = op(T; — Tj_1 + dp) is added for the delivery algorithm are essentially simplified versions of their offli
of F; relative to F;_;. If delivery of F;_, from server to SA counterparts.

is completed by timel;_; — 0,*(n), then durationo;'(n) 1) Objective Function:SupposeFjai, i < A, has just
is available for SA to delive;_; to client. Again, there are arrived at SA at time. The online objective function we chose

two cases: Q' (n,m)'s: SA is ready and waiting at time IS the expected number of timely decoded frames at the client
for the remaining frames in this groupia i, ..., Fij+1)a-
Depending on the value of, the objective is evaluated one of
two ways: ifi < (j+1)A—4;, thenFja4; up t0F7+1)A 5

{ 1 ifm=op(Tp) P-frames and secondary SP-frafe, 1) are included in th|s

T 1 — 05" (n), or, i) Q" (n,m)'s: SA is still busy sending
previous frames. Considering both cases, we can write:

Qolm]

0 oW, R . R
Qiim+vil = 3 Pilnt il [Q?)(n’m) +Q§2)(n’m>} sub-group. chng|se, only SP-franig; 1) is included. We
z write the objectivel,,,:
op(Ti—1)
QMm,m) = sp (him1 = tiop (o3 (M) —m —1) « > Qi—1[k] Als
k=op (07! (m) o .
(o5 (m) 1 Vi = > Djask+ Dipna(d;) i< (G+1)A =5, (14)
o7t ) - /
(2 = 1 s g - - m — k=i
Q;7 (n,m) = kgo Qi—1lkl sp(hi—1 — 1,k 1) D(j+1)A(5j) o.W.
Qilml =  — Q;(m] @ whereD; and L; are related as in (7)D,(b) is the timel
Qj

decoded probability of SP-frame if F,_, is used as a

Given P,[n] and Q:[m], we can rewrite (9) more simply: reference. Timely delivery probability; is defined as follows:

op(Tx—7)—hy

oa(T;) . _
L, = kg Z Lia(n) [ B <0B (0;106 _ n))) . b mz::o n:;B(hk +m,op(T — 7)) ifk=3i "
o5 (T3) op(0x' (k—n))-1 Z@k[”] Z Sp(hy +m,n) o.w.
Qilml+ 3 QimlLism) ! o
m=op (o3 (k-) m=0 where ©,[m] can be updated from®;[m — 1] in a similar
(13) Way as (12).

2) Optimization Procedure:The online optimization is
simply to determined; that would maximizeV,,. If §; <
Given §;'s, L¢j11)a for secondary SP-framé{;, ) of (j +1)A — i, then we sendF;a; as usual. Otherwise, we
group j is similarly calculated with the following modifica- wait to construct and transmit secondary SP-fraMg, 1)a
tions: after framesr;  1ya_s, Up t0 F;11)a are all received at SA.
e P(jt1)a derives fromPUH)A,(;j instead ofP(;;1)a—1-

e Pjia receives fresh opportunitiesoa(T(j41)a — V. RESULTS
Tjr1ya—s, +da). In this section, we present simulation results using nédtwor
« Transmission payload from server to SA By 1)a — hi in topology of Fig.3 and optimization in Section IV. Our simu-
Li,a(n) of (10) —is Zl(cjtlA)Aé lation results are divided into three parts. First, we lobkha
e Qina derives fomQ 1a s '”Stead OfQ(j+1)a- analytical performance trade-off of using different valusf

o fresh tuniti T g . . .
Qu+na receives fresh opportunities o (7(j 1) A. This is useful as part of an offline algorithm to determine
Tij+1)a-s; +dB).

. Transmission payload from SA to client fd?mlm — h; in A for encoding video content. Second, we look at simulation
Li,s(n) of (10) —ish(i1ya,(+1)as, scenarios where the delay tolerance is mediti®0{s to
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For video source, we used 100-frame QCIF (£784) wireless bandwidth wireless bandwidth
video sequences of 10 frames per second. Each compressed
video frame was broken into one or more packets of no mafig. 8. PSNR oOptimized-SPSimpleandDefaultunder wireless bandwidth
than 1500 bytes. The streaming server simply transmittetl e&onstraint forf or eman at different client delay tolerance.
packet according to its presentation time. We comparedtthre
schemes. In théefault scheme, only | and P-frames were . o
stored in the server and no SA was used. Similarly in te Offline Optimization
Simplescheme, no SP-frames were used, but SA could requesThe offline analytical results are shown in Figure 6. The
the server to retransmit lost packets in the server-to-3# swlient playback buffer was set t@000ms. Five plots of
path, and could retransmit lost packets in the SA-to-clieekpected decoded frames vs. SP-frame frequehdpr the
sub-path. In theDOptimized-SPscheme, primary frames weresean sequence are shown for various combinations of wired
inserted into the source at frequentyand SA could perform network and wireless link bandwidths ibps. We see that
retransmissions as in ttf8mplescheme as well as dynamicallythe objectivel, ¢, improved to an optimum ad increased,
decide whether to construct and transmit a secondary $fefrahen trailed off asA further increasedA that yielded the
according to the online algorithm described in Section IWeT optimal V,,;» was the frequency at which we inserted primary
client discarded packets that were late for display purpmsé SP-frames into the video at the server. It is shown that for
provided feedback regarding packet reception or loss. very large bandwidths, it is better to use the largests most

For the first two parts of the experiment, the networRackets likely get to the client safely, and an error-restlibut
parameters for the simulations are given in Table I, whel@ss compression-efficient video representation using alsm
p and g are parameters for the Gilbert loss model, andv A is not necessary.
and \ are the parameters for the shifted-Gamma distributed , L . .
delay model. They correspond to a packet loss rate.of B. Online Optimization: Medium Delay, Small Bandwidths
and 0.10, burst length of3 and 4, and average transmission We compared the performance @fptimized-SP Simple
delay of40ms and80ms for the wired network and wireless and Defaultat different wireless bandwidths by runnigg00
link, respectively. simulation runs each. The results for thean andf or enan



sequence in Peak Signal-to-Noise Ratio (PSNR) are shown ir
Fig. 7 and Fig. 8, respectively. The bandwidth for the server

SA sub-path was fixed atOkbps and 130kbps for the two 32r
sequences respectively. The average rate for the sequence
were 27.8kbps and82.1kbps. The client was configured with ok
a 700ms or 1000ms buffer delay which permited a limited

number of retransmissions. Within this window, the burst-

loss nature of the channel together with the variable-rate 2 | z |
nature of video source meant that there could be temporary -

losses. We see that in Fig. 7 and Fig.Ghtimized-SRilways % 7
outperformedsimpleandDefault up to 1.9dB and4.6dB for

sean and1.8dB and8.1dB for f or eman when buffer delay 24 1

was 700ms. This indicates the effectiveness of the proposed
scheme using SP-frames over traditional scheme using | anc ‘ ‘ ‘ ‘
P_frames Only 2%00 250 300 350 400 450

deadline (ms)

C. Online Optimization: Low Delay, Large Bandwidths Fig. 9. PSNR ofOptimized-SRdashed) an&imple(solid) under different

. . display deadlines fof or enan.
Next, we compared the transmission @ptimized-SFand Py

Simple at small display deadlines (low delay) and when 4
bandwidths were plentiful. The propagation delay for each
of the sub-path was set t80ms, and bandwidths in both 3
links were set to much higher than media bit-rate. The server
to-intermediary and the intermediary-to-client sub-galtad

a
T

34F

average loss rates df.05 and 0.10, respectively, and with sl - i
average burst length of 3. PSNR féoor eman and sean

sequences are given in Fig. 9 and 10, respectively. We se(%nf .
that the PSNR foOptimized-SRand Simplewere comparable /,/’z

for larger display deadlines, buptimized-SPsignificantly ap -7 7

outperformedsimpleat smaller display deadlines. Specifically,
at display deadline 0200ms, which allowed only one single
retransmission in either but not both sub-paths, the PSNIR ga
was2.7dB and2.3dB for f or eman andsean, respectively.

The likely cause for the large PSNR gain at low delay was ' . = . - 20
the insufficient time for retransmission which led to error deadline (ms)

prop_agatlon forSImple On the Oth_er hand, as discussed Iln-ig. 10. PSNR ofOptimized-SRdashed) andimple(solid) under different
Section 1lI, Optimized-SPcould utilize late packets for the gisplay deadiines fosean.

purpose of constructing secondary SP frames, leading terfew
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