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ABSTRACT
Light field is a large set of spatially correlated images & same
static scene captured using a 2D array of closely spacedraame
Interactive light field streaming is the application wherdiant con-
tinuously requests successive light field images alongw trgec-
tory of his choosing, and in response the server transmitapate
data for the client to correctly reconstruct desired imagée tech-
nical challenge is how to encode captured light field imagés a
reasonably sized frame structure a priori (without knowemgntual
clients’ view trajectories), so that at stream time, expecserver
transmission rate can be minimized, while satisfying ¢igeview-
switch requests. In this paper, using I-frames, redundanarRes
and distributed source coding (DSC) frames as buildingksliowe
design coding structures to optimally trade off storage sz the
frame structure with expected server transmission rate K€k nov-
elty is to facilitate the use of “landmarks” in the structarpopular
reference frames cached in the decoder buffer—so that titgapr
bility of having at least one useful predictor frame avdiain the
buffer for disparity compensation is greatly increased. fit¢g de-
rive recursive equations to find the optimal caching strafieg a
given coding structure. We then formulate the structurégtgzrob-
lem as a Lagrangian minimization, and propose fast hecsistifind
near-optimal solutions. Experimental results show thatetkpected
server streaming rate can be reduced by Wj8t6% compared to an
I-frame-only structure, at twice the storage required.

Index Terms— light field, interactive streaming, optimization
1. INTRODUCTION

Light field[1] is a large set of spatially correlated images of the same; fture frames—

static scene taken from a 2D array of closely spaced camBes.
cause conventional display terminals show only one imagdiate,

a client typically browses the light field data by selectimgte im-

ages in succession across time [2]. In a network streamigigasio

then, a server will transmit pre-encoded images correspgnid

client’s successive view-switch requests along his chesam tra-

jectory. This network streaming service is calleteractive light

field streamingILFS) [3] in the literature.

The technical challenge for ILFS is to encode captured fight
images into a reasonably sized frame structupegiori, so that dur-
ing actual streaming session, the expected server trasismigate
to the client interactively selecting views is minimizedhéelproblem
is challenging because at encoding time, the exact viewdiaijy
that a client will take at stream time is unknown, making fficiilt
to employ conventionatlifferential codingto reduce the transmis-
sion rate. Differential coding, typical in compression efriporal
frames in single-view video like H.263, assumes a previawoded
frameF;_; of time instant — 1 is available at decoder for prediction
of target imageF; of instantt, so that only (quantized) differential

F, — F,_1 needs to be coded and transmitted. If view trajectory in

spatial frames in ILFS is not known at encoding time, thenraoe

can be assumed to be available at decoder with certaintyréoliq

tion of the target image, and differential coding cannot jyeliad as
is. A simple alternative strategy is to forego differentialing and
encode every light field image as an independently codednhdt
However, this results in a large server transmission rateudse no
inter-view correlation is exploited for coding gain.

In our previous work [4], we designed redundant frame struc-
tures using I-frames, P-frames and distributed sourcengo®SC)
frames [5] to optimally trade off storage size of the struetwith
expected server transmission rate. The basic idea is sinfpte
each pair of viewsi, ;) that are likely to be requested in succession
during ILFS, encode one quantized differentfgl — F; as P-frame
P;(3) a priori; i.e., a differentially coded P-frame of viejthat uses
a decoded frame of viewas predictor. During streaming session
then, when a client requests vieafter viewing:, essentially only
the pre-encoded differentfaP; (i) needs to be transmitted to recon-
struct viewy, rather than an independently coded I-frafgelow-
ering server transmission rate. Pre-encoding differenfa many
view pairs, however, incurs a large storage cost. For themmd case
where I-frames are never desired to be séxft)/?) differentials for
M light field images need to be pre-encoded to cover all paios. F
a large light field, this is too expensive storage-wise.

To decrease the storage cost of the frame structure while kee
ing server transmission cost low, in this paper we proposiesign
new coding structures that maximally utilizesxdmarkframes. A
landmark frame¥; is a popular reference frame for which many dif-
ferentialsF; — £, P;(1)’s, have been pre-encoded into the structure.
So if a client can flexibly choose which frame to use as refegen
cached landmark frafigin its one-frame de-
coder buffer or the current displayed frame—then one careagh
low server transmission cost for future requests to mamyvigs
using pre-encoded differential3;({)’s. For the same extreme case
where I-frame transmission is never desirable, one onlgseepre-
encode differentials from a single landmafrkto all other views to
achieve no-I-frame transmission for any view-switchesultng in
storage cosD (M) instead of previou® (M ?).

More generally, we investigate the optimal frame structuee
sign problem with a variable number of landmark frames, ewitin
different pre-encoded differentials. We first derive rete equa-
tions to find the optimal caching strategy (which landmarkaohe
given current displayed viev) for a given structure. Then, we for-
mulate the structure design problem as a Lagrangian miatioiz,
and propose fast heuristics to find near-optimal solutidisperi-
mental results show that the expected server streamingaatde
reduced by up t®3.6% using our structure with landmarks com-
pared to an I-frame-only structure, at twice the storagaired.

The paper outline is as follows. We review related work in-Sec

1A small DSC framéW; that merges different coded versions of vigw
into one will also need to be transmitted, as detailed iniSe&



tion 2. We then discuss an interaction model to capture sigew-
switching behavior and a structure to satisfy user’s viaitehing
requests in Section 3. We derive the optimal caching styagegn
a coding structure in Section 4. We formulate our struct@sigh
problem as a Lagrangian minimization and present a fastdtiual-
gorithm in Section 5. Results and concluding remarks arsgmted
in Section 6 and 7, respectively.

2. RELATED WORK

The uncertainty of which predictor frame will be availabletlae
decoder buffer for differential coding of a target imageidgren-
coding time is a major source of difficulty when compressigtl
field images for ILFS. Early coding structure proposals tdrads
this difficulty include [6, 7]. [6] assumed a user only switshtio an
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Fig. 1. Frame structure and frame dependency graph. I-, P-and DSC
frames are shown as circles, squares and diamonds in (dgréDif

adjacent view during an ILFS session, and hence one out of#i sm fi2l P;(7) is shown as an edge-; from nodei to j in (b).

subset of adjacent frames must be available at decoder éolicpr
tion of the target image during a view-switch. [6] then pregd to

differentially encode one SP-frame for each predictor fago that
the server can transmit an SP-frame corresponding to tltbcpoe

frame residing in the decoder during stream time. The idahtion-

struction property of SP-frames ensures the same recaotistruwf

the target image no matter which SP-frame (correspondirtfpeo
predictor frame in the decoder cache) was actually tramsdit

observation on typical static scene view-switching irgeels on a
computer like [2], where one can drag a mouse to switch toghrei
boring view for smooth view transition, or click arrow keys a
keyboard to jump to views on a coarse grid for quick view séangpl
In addition, we assume that a client has average lifetim@& of
instants;i.e., he will exit the ILFS session aftér view-switches on

For the same assumption of adjacent view-switches, [7] proaverage. A client has eitherfixed or flexible one-frame decoder
posed to use DSC frames instead, where the number of leadiuffer. Fixed buffer means the current displayed frame veags

significant-bit (LSB) bit-planes of transform coefficientsat need
to be transmitted depends on the quality of #ide information
i.e, the correlation between the predictor frame at decodertlzend
target image. The key difference between [6, 7] and our wetkat
we assume a much more general view-switching model for ILF

moved to buffer as reference. Flexible buffer means eitherctr-
rent displayed frame or the previous reference frame camatized.

3.2. Redundant Frame Structure
sTo satisfy a client's view-switch request from viewto j, we con-

ple user interface in [2] where non-adjacent views can bected
effortlessly). Keeping server transmission rate low evennfiore
generally accessed light field images is a new technicalesigs.

[8] have studied redundant frame structures fiateractive
multiview video streaminglMVS), where a user can periodically
switch to an adjacent view amony captured views, as the video
is streamed continuously from server and played back in time
interrupted at client. Though the notion of interactiveigation in
high-dimensional media space is similar, ILFS is free natign of
spatial images in a static scene. That means unlike IMV3gta li
field image can be revisited, creating loops in the view tiaje/
and more difficulty in the coding structure design. We wikk $ew
our proposed structure handles recurring frames in Se8tion

3. INTERACTION MODEL & FRAME STRUCTURE
We first describe an interaction model for ILFS that captuhes

coded as an independently coded I-frafpeln addition, a variable
number of differentially coded P-framé3;(i)'s are also encoded,
each disparity compensated from a I-fratheof predictor views.
Finally, a DSC framelV; is encoded, using encoded versions of
P;(i)’s of the sameview j as predictors and I-framg; as target.
DSC frame is encoded with multiple predictors in such a way th
it can be perfectly reconstructed to its targedtifeast onepredictor
frame is available at decoder as side information [5]. Thessf
DSC and I-frame in our setup are roughly twice and ten times th
size of a P-frame, respectively. See Fig. 1(a) for an ilatiin.
Consider first the case when client has a fixed one-framerbuffe
When client requests a view-switch from viewto j, if P-frame
P;(i) was pre-encoded into the structure, then a sia(l) can
be transmitted from server, decoded using previously r&cocted
I-frame I; of view i as predictor. (Any P-framé; (k) plus DSC
frameW,; also reconstruck; perfectly by property of DSC.) We call

view-switching behavior of clients, and make assumptioms o this 1-hop transmission If P;(i) is not available, then a large I-

client’s decoder capabilities. We then present a reduntfante
structure composed of |-, P- and DSC frames that can satisfgip
ble client’s view-switching requests. Finally, we deser#directed
graph as an abstraction for a particular instance of thetsire.

3.1. Interaction Model for ILFS

Of M available viewgz, y)'s on a light field Cartesian grid, we as-
sume all clients start from an initial viesr = (zs,ys) at the start
of an ILFS session. Thereafter, a client switches from vietw
view j with probability p; ;. In this paper, we restrict permissible
view-switches from view to eight other viewg's: four neighbor-
ing views in the horizontal and vertical directions, plusrfalosest
anchorviews of coordinatesz’ K,y'K)'s, for integerk > 1. In
other words,;m anchor views have coordinatés, y)'s being mul-

frame I; can be transmitted. We call thishop transmission If
P;(4) is transmitted, DSC-fram@’; must be sent in addition, so that
identical I-framel; is reconstructed in either case. This is done so
that differentially coded frameB;.(j)'s that use viewj as predictor
can predict from a single unified versidn

Consider now the case when client has a flexible buffer, where
the client can choose whether to use current displayednédia, or
landmarkI; of view currently in cache for future reference. When a
client switches from view to j, in 1-hop transmission, pre-encoded
differential P; (¢) or P;(l) can now be transmitted (plus DSC frame
W;), if available. Besidé@-hop transmission, for the flexible buffer
case, we consider in additi@rhop transmissiorwhere a client can
first switch to an intermediate viewbefore switching to target view
j. There are two potential advantagegtbop transmission. First, in

tiples of K and lie on a coarser grid. This restriction stems fromthe absence of pre-encoded differenti&lg:) or P;(l) (making1-



hop transmission impossible), there may exist differémtiaan in-
termediate view: and then to target, so that the combined differen-
tial transmission cost is smaller th@rhop transmission to target
Second, the intermediate vidinmay be an important landmark with
pre-encoded differentials to many other views, so that lojhica it
en route to viewj, it will be beneficial for future view-switches.

3.3. Frame Dependency Graph

From previous discussion, it is clear that in the frame $tmécthere
exists a degree of freedom at each vigwvhere the number of dif-
ferentialsP; (i)’s from predictor views’s can be freely chosen. We
represent a particular selection of differenti&lg:)’s for each view
j in a structure as a direct graphcalledframe dependency graph
Specifically, we draw an edge_,; from view i to j if there exists
differential P;(¢) in the structure. See Fig. 1(b) for an illustration,
where view(2, 2) in a3 x 3 light field has differentials to and from
all other views. The optimization is to find a gragfso that the
expected server transmission cost is minimized subjectsereer
storage constraint. We first define server transmissionnengt

4. OBJECTIVE FUNCTION & CACHING STRATEGY

We now define the objective function—expected server trégssion
cost—for a client during an ILFS session, given a frame ddeeay

graphd of frame structure. We study the fixed and flexible decoder

buffer cases in order. For the flexible buffer case, by sglire cost
function we also find the optimal caching strategy: whicharfiel;
should a client cache as the landmark when switching from vie
j in order to minimize expected server transmission cost.

4.1. Transmission Cost for Fixed One-frame Buffer
For the fixed one-frame buffer case, we write expected trégsiom
costc(t)(e) given client is at view at instantt as:

%

() = > poymin [ n10(,0), 0 (G,0) | (@
J

wheren1(" (j,6) andh0!" (5, 6) are the costs of-hop ando-hop

the same sub-problenjt) (6) is called in the recursion, the solution
can be simply looked up. The complexity of evaluating expect
server transmission cost for given structéres the number of op-
erations in (1) needed to fill each entry in the DP table, mlitd

by the total number of entries in tabl&, x M. Given a client can
switch from views to only eight other views (as discussed in Sec-
tion 3.1), the number of operations in (1) is constant. Hethee
order of complexity for transmission cost evaluatioi€l' M ).

4.2. Transmission Cost for Flexible One-frame Buffer

For the flexible one-frame buffer case, the transmissiotfaastion
is only slightly more involved. We write the expected tramssion
COStc,Et) (1,0) of a client currently at view at timet with view [ as
landmark as follows:

e0(1,0) = 3" piy min [n1{7(1,5,0), (" (1,3,0), h2{V(1,5,0)]

J
(5)
where in addition ta - and0-hop transmission cost as expressed in
(1), there is a third option di-hop transmission co$t2§” (1,7,0).
We first write the newl-hop cost as follows:

r(1,5,0) = min[rf(i,€)+1(t<T)c§t+1)(i,9), 6)

rP1,0) +1(t < T)c§t+l)(l,6)]

where the sum of transition cost from vievio j and recursive cost
for the next instant can be one of two possible choices: edineent
displayed view: or landmarkl can be used as predictor to decode
target viewj. In the first case, view becomes the new landmark,
while in the second case, landmdris retained.

0-hop transmission for flexible buffer case is similar to (ith
the difference being that the recursive acgéfl) (6) can select either
previous view; or landmarki as the next landmark:

transmission from view to j, respectively. The transmission costat 10" (; ; ) = I 41(t < T) min [c@“)(i 9), Y 9)} @)
7 v J bl ] bl

instanto, cg.“)(e), has in addition a startup cosf—size of I-frame

I for initial view s.
1-hop transmission coéﬂz(.t) (5, 0) can be written recursively as
the sum of differential coding 003*;’-3(1', 0) from view i to j plus

future coste" ") (6) at viewj of instantt + 1:
h1$7(5,0) = 7 (4,0) + 1(t < T) "1 (0) @)

Differential coding cosrf(z’, 0) equals to the sum of sizes of pre-
encoded P-fram@; (i) and DSC framé/V/; if P;(i) exists in struc-
tured, andoo if it does not;i.e.,

rP (i, 0) = { 125 (8)] + (W] 3)

o0
1(z) is the indicator function that evaluates tdf clausex is
true and0 otherwise.
0-hop transmission from viewto j can be similarly written as
the sum of independent coding coglt to view j plus future cost
c§t+1)(9 :

if €ij € 0
0.W.

oY (4,0) = rj +1(t < T) ¢ (0) (@)

7} is simply the size of I-framér; |.

These recursive equations can be efficiently solved using d
namic programming (DP). Specifically, each time (1) is solfer
costcz(.t)(e), it is stored in DP table entrg'[t][i], so that next time

2-hop transmission is similar to (6), but there are now twa-ra
sition costs: from view to an intermediate view, and from viewk
to target view;. All views k’s with 1-hop connection to target view
J, Vklex—; € 6, should be considered as potential intermediates:

h2{" (1, 4,0)

= min

: P P I P
v R g {mln |:7‘k (¢,0),7) (1,0), Tk} +r; (k,0)+

+1(t < T) I (k, e)} ®)

In words, 2-hop transmission cost is the cost of arrivingnat i
termediate viewt (using current displayed frameor landmarkl as
reference, or sending I-fram&), plus the size of P-fram®; (k),
plus future recursive cost given frarkés in one-frame buffer.

The order of complexity to compute transmission cost foriflex
ble buffer can be analyzed as follows. First, the size of tRetéble
has an extra dimension to indicate the landmark vieysed at in-
stantt and current view; i.e., DP table size is noW’ x M x M.
We use (5) to fill each DP table entry, where again each cuviewt
¢ only has eight possible views to switch tbhop and0-hop trans-

);'nissions in (6) and (7) take constant number of operati@kop

transmission in (8), on the other hand, can have a worst dasd¢ o
edgeser—;'s in 6. Hence the complexity of the transmission cost
evaluation for the flexible buffer case@TM?).



5. OPTIMIZATION & ALGORITHM
Having defined the expected server transmission cost fumdtr
given structurd, we next define the storage césf) of pre-encoded
differentials giverd simply:
bO)= Y|P
ei; €0

9)

We do not count storage cost for I- and DSC frames(i#), since
we encode one each for each vigwm the structure anyway.

We can now formally define our optimization as a constrainea (@) tradeoFfs for

optimization: find structuré with minimum expected server trans-
mission cost such that the storage constr&ins observed:

min V) st b)) <B (10)
Note thatB is the storage available for differentiddeyondstorage
already used for |- and DSC framé&sandWV; for each view;.

5.1. Heuristic Algorithm

Instead of solving the original constrained problem (10, selve

the unconstrained Lagrangian equivalent instead:
() + \b(6)

min ¢

(11)
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Fig. 2. Performance in expected server transmission rate per wesus
storage per view, all in kbytes. (a) shows the said tradeoff fx 5 and7 x 7
light fields. (b) shows performance points of different emgstructures.
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four structures. At about twice the storagel efonl y, both previ-
ously proposedpt - nl mand newopt - | mreduced transmission
cost drastically ovet - onl y, by 50.8% and93.6%, respectively.
Note that the additional reduction in transmission cosbf - | m
overopt - nl mis 42.8%, which is substantial. The gain opt - | m
overopt - nl mstems first from the creation of a third option &f
hop transmission in (5), and then the flexibility of choosfragnes
for reference fori-hop (6),0-hop (7) and2-hop (8) transmission to

where) > (s the Lagrange multiplier trading off transmission cost yequce transmission cost to target vigw

£ (0) and storagé(6).

To solve (11), we use a simple heuristic algorithm. We starhf
a disconnected graghwith no edges. At each iteration, we greedily
find the most “beneficial” single edgg_. ;, or pair of edges; .
ander—,; and add them té. By “beneficial’, we mean an edge or
edge pair that induces the largest decrease in Lagrangsaimdd 1).
The algorithm terminates when no more beneficial edge or pdige
can be found.

6. EXPERIMENTATION

To validate the performance of our proposed structuresgeivasthe
following experiment. We downloaded light field image banny
from [2], each image of siz&024 x 1024. To encode |- and P-frames
and DSC frames, we used a H.263-based codec in [5]. Quaatizat
parameters were set so that the Peak Signal-to-Noise (P&NRY
encoded frames was aroufgdB. Instead of generating a P-frame
P;(4) for every possible predictor-predictee view pgirj), we as-
sume its size can be approximated as follows:

1P ()] = (1] = P3G + D1 — e 710y 4 [Py + 1)) (12)

In other words, the further apart vieinandj are, the closer in size
P;(7) is to I-framel;. We sety = 0.55 in the experiment.

View-switching probabilities to adjacent and anchor vievese
0.4 and0.6, respectively.K for anchor views is half the light field
image set width. Average lifetime of a ILFS session were tadf
light field images. Lagrange multiplierin (11) was varied to induce
different tradeoffs between transmission rate and storage

We compare performance of our generated structanes-(I m
to three othersl - onl y encodes only one I-framg for each light
field imagej. P- adj encodes in addition four P-framé%(i)’s for
each adjacent horizontal or vertical viewspt - nl mis our previ-
ously proposed structure in [4] without landmarks (fixedf@Qf

6.1. Experimental Results

In Fig. 2, we see the tradeoff between expected server tiagssm
cost and storage per view. In Fig. 2(a), by varyixgve can induce
different tradeoffs for botts x 5 and7 x 7 light field. 5 x 5 has
better tradeoffs because regular viewsir 5 are closer to anchor
views than in7 x 7. In Fig. 2(b), we see the performance of the

7. CONCLUSION

Designing good frame structures for interactive light figticeaming
(ILFS) is challenging because at encoding time, the serves diot
know the particular view navigation path a client will takestream
time. To overcome this uncertainty while maintaining a lener
transmission rate, in this paper we design a frame structome-
posed of I-frames, P-frames and Distributed Source Cod8()
frames, so that a likely view pafi, j) will have differential F; — F;
pre-encoded and ready for transmission when client swstftoen
view i to j. The key novelty is the use of landmarks, popular ref-
erence frames cached at client, so that the probability wihgaat
least one useful predictor frame available for disparitypensation
is greatly increased. Experiments show that using landifinrankes,
expected server transmission rate can be decreasg8.&f§t com-
pared to I-frame-only structure at twice the storage.
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