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ABSTRACT

Interactive multiview video streaming (IMVS) is an applica
where a network client requests from server a single videw vi
at a time but can periodically switch to other views as thesoid
is played back uninterrupted. Existing IMVS algorithms puit
pre-computed frame structures that facilitate permissibew-
switching while minimizing the expected transmission Igitesn
a storage constraint. In this paper, we use real-time caatipat

(available at a remote powerful server or media cloud) tésass

the pre-computed frame structure to satisfy users’ vieweswe-

quests. In particular, we first propose a new frame type d¢alle

uni-merge frame that is computed in real-time for view-shiihg

from one single view to one target view with low transmission

rate and reasonable computation cost. Then, to enable g@fmi

ble view-switches to a particular target picture, we find dpé-
mal combination of pre-computed frames and real-time cdatpu
frames—one that minimizes streaming rate subject to botiage
and real-time computation constraints—using a greedy awmb
torial algorithm. Experimental results show that with reaie

computation, the expected streaming rate of the IMVS syste
can be further decreased by% compared to pre-encoded frame

structures without real-time computation.

I ndex Terms— Multiview videos, video streaming, optimiza-
tion, real-time computing

1. INTRODUCTION

Multiview videos refer to videos of the same 3D scene capitbye
multiple closely spaced cameras from different viewpoiftsey
can enable visually immersive applications such as fregpait
TV [1], virtual walk-through, etc. However, storage andismis-
sion of multiview video data are very challenging, due toltrge

playback. The view-switching period is usually set very Brima
provide smooth view-switching visual experience.

To support frequent view-switching in IMVS without incur-
ring large transmission cost, instead of MVC structuresefigh
inter-view predictions create complicated inter-depegi@mong
frames, limiting random access), previous IMVS studies4[3,
proposedredundant frame representatipiso that the expected
transmission rate can be reduced at the cost of increasedjsto
In particular, combinations eédundant P-framegwith low trans-
mission rate but large storage cost) andrge framegbased on
Distributed Source Coding (DSC) [5] to merge multiple deéngd
paths, with high transmission rate but low storage cost)dp8-
mally trade off between the expected transmission rate tanage
required to contain the redundant frame structure are $ongh
combinatorial optimization.

The coding structures in the existing IMVS schemes [3, 4]
are pre-computed and stored, incurring storage cost. \Wéttad-
vent of parallel and cloud computing, it is now possible to-pe
form a limited amount of video processing tasks in real-tione
demand [6, 7, 8] at affordable computation cost. In this pape

e optimize the design of IMVS redundant frame structurénwit

the help of real-time computation. In particular, we firsopr
pose a new frame type calleshi-mergeframé that is computed

in real-time for view-switching from one single view to ore-t
get view with low transmission rate and reasonable comjmutat
cost. Then, to enable permissible view-switches to a pdatic
target picture, we find the optimal combination of pre-cotepu
frames and real-time computed frames—one that minimizes ex
pected streaming rate subject to both storage and realetimme
putation cost constraints—using a greedy combinatoriairopa-
tion. Experimental results show that with real-time conagion,

the expected streaming rate of the IMVS system can be further
duced by50% compared to pre-encoded frame structure without

amount of visual data involved. As a result, there has been exeal-time computation.

tensive research in multiview video coding (MVC) [2], whéhe
goal is to compress video frames of all captured views a¢oes
in a rate-distortion optimal manner.

The outline of the paper is as follows. We first discuss relate
work in Section 2. We then describe our IMVS system and op-
timization in Section 3 and 4. Finally, we present experitakn

In many applications, however, not all views are required afesults and conclusion in Section 5 and 6, respectively.

the client at the same time. In interactive multiview vidé@am-

ing (IMVS) [3], a network client only requests from the sarve

one captured view at a time for rendering on conventional &b d
play, but can switch to other viewpoints periodically dgrivideo

2. RELATED WORK

When a computation-intensive input-to-output informatioro-
cessing task needs to be performed repeatedly over tinteaths
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can be pre-computed and stored in memory, so that during real
time processing, the pre-computed results can be simpketbo
up and returned. Finding the optimal mixture of real-timeneo
putation and pre-computing partial results in storage fgivan
processing task is a fundamental problem in algorithm impgle-
tation [9], and has been successfully investigated in uarjmrob-
lem settings such as IP address lookups in network rout@js [1
and scalar and vector quantization encoding [9].

With the advent of parallel and cloud computing, real-time
computation for some video processing operations can becom Figure 1. Coding structure examples with P-/DSCO-/DS@infes.
affordable. We hence revisit the IMVS structure design (@b
further optimizing the streaming rate / storage tradeothwtine
help of real-time computation. In particular, we study trede-
off among streaming rate, storage and real-time computatiets
for previously proposed view-switching tools [3]—redunt#&-
frames and multi-merge frame—and a new tools called ungmer
frame, and optimize new frame structures based on our asalys

then used to remove the difference (noise) between Sl artdithe
get frame. Note that only one set of LDPC code is used for all
possible predictor frames, so that no matter which Sl islaviz
from which predictor frame, the same DSCO frame can be recon-
structed. DSCO is multi-mergerame, as multiple decoding paths
are merged at the target frame so that the same target poaore
be reconstructed.

The second DSC frame type DSC1 is used together with re-
dundant P-frames. Specifically, motion compensation isfigs
We consider an IMVS system that offefgnamicandstaticview- ~ formed from each legal view-switching reference frameyitew
switching everyN frames in time for streaming clients. In other in @ set of P-frames. Then, LDPC code is generated to remeve th
words, after playing back the video of a single view fétempo-  difference between these redundant P-frames and the feage.
ral frames, a client can either switch to one of the otherwrapt ~ Though the coding mechanism is the same, DSCO acts as a multi-
views as video continues playback in time, or freeze in timg a Merge frame, while the much smaller DSC1 (redundant P-fsame
switch to other views. To enable this view-switching fuootility ~ &re of the same view and time instant as the target framelfresu
efficiently, at a particular view-switching point, we findetiop- ~ ing in better quality SI with small noise) acts as a “dena@sin
timal structure composed of pre-computed frames and iral-t frame. Compared to DSCO frame, the combination of redundant

computed frames to minimize expected streaming rate sutiec P-frames plus DSC1 frame requires more storage, but it fizes lo

3. SYSTEM DESCRIPTION

Let F}; ; be apicture groupthat includesV picture€ of the j- Usage of DSCO and DSC1 is |||ustrate.d |n. Fig. 1.Mr.: 5.
th view with time instantsN,iN +1,..., (i+1)N — 1. Aview  £%.i(m,n) denotes a P-frame (square) for instaand view; us-

switch from groupF,, ,, to F; ; is denoted agm, n) — (i, 7). In ing frame of instanin and viewn fqr prediction.Mioyj. andM;;
this paper, only switches within a view distance/ofviews are ~ denote DSCO and DSC1 frame (diamond), respectively. Nate th

supported. Thus, a legal dynamic view-switch can be reptede M ; is used in combination with redundant P_-frames. Note fur-
by (i — 1,n) — (4, 4), and a legal static view-switch Ky, n) — ther that the target frame for DSC frandé; ; is chosen to be

(i, 7), wherej — K < n < j + K in both cases. a re-quantizedversior? of P-frameP; ;(i — 1, 7); i.e., the DSC
frame will reconstruct to be bit-by-bit equivalent to reamtized
P; ;(i — 1,7). This is done so that during normal video play-
back in the same view (the most likely view-switch), onlyrBrfie

P; ;(i — 1,7) needs to be transmitted.

Our goal is to design &ame structureS; ; to represent pic-
tures in groupF; ;, one that facilitates all legal view-switches
to F; ;, while achieving the optimal tradeoff among transmission
rate, storage and real-time computation. In each stru€iyyethe
first picture of instaniV can be represented in multiple versions 3 5 Tradeoffs in IMVS View-switching Tools
asredundant P-framesor a single version asmerge fram¢g3]. . ) . . L
The remaining pictures in the group are each coded as a F¢B~,fram|-lavIng dISFUSSEd previous V',eW'SW'tCh'ng tools for IMV, [8e
motion-compensated using the previous temporal frameecfame now overview the tradeoffs in streaming rate, storage aat re

view as predictor. All coded versions of the first picture tmas time corr]nputatllorj for these toqls fpr |ntumo_n. Fllrst,h_cmi%thg
construct to exactly the same frame to avoid coding drifthe t case when real-time computation is expensive. In this €a5¢,

following differentially coded frames. We accomplish theing f_rame_would offer thg TOSt storage-efflzler: VIE\;‘V'.SW”@?:F'.U'
DSC frames [5], as discussed below. tion, since no extra P-frames are stored, though it wouldirés

a large transmission rate due to the large DSCO frame size- Co
3.1. Distributed Source Coding Frames bination of redundant P-frames and DSC1 frame would offer a
lower transmission rate solution, due to the smaller DS@Mé&
size. However, the redundant P-frames (for lafgewould lead
to large storage cost.

We employ two types of DSC frames with different tradeoffs be
tween storage and transmission rate [5]. The first type iscal

DSCO, which includes a set of motion vectors (MV) and low-  ,hjder now the case when real-time computation is afford-
dgnsﬂy parlty check (LD,PC) code. In particular, for ea'cgl;.ale able. For the combination of redundant P-frames plus DS&ttdr
view-switch from a predictor frame to target frame, motigtie M}, instead of pre-computing and storing redundant P-frames
mation is first performed, resulting in a set of MVs and an-esti
mate of the target framesifle information(SI)). LDPC code is 3Re-quantization means the decoded P-frame is re-encoded bs
frame. This is done so that LDPC code in the DSC frames onlg bav

2We will use “picture” to denote the original captured imagmd match the quantization bin index of each transform coefficiowering
“frame” to denote a coded version of a picture. LDPC encoding rate.




P; ;(m,n)’s for all legal view-switchegm,n) — (i, 7), we can

now store only the frequently accessed P-frames, whileakg |

accessed P-frames are computed in real-time. The realktime
puted P-frames are discarded after use to avoid storage cost

In contrast, one can use real-time computation to change thé

Hence we next describe our algorithm to find the optimal struc
tureS; ; for each groupF; ; in (3).

4.2. Greedy Optimization

encoding of DSCO: DSCO can be computed in real-time on deFollowing our discussion in Section 3.2, we see that thex¢taee

mand for asingleview-switch(m,n) — (4, 7). That means only

logical options for structure; ;. If real-time computation and

one set of MVs for a particular predictor frame plus LDPC codeStorage costs are both expensive (weighteahy, pi,;j(m,n) p
strong enough to overcome the noise in this particular Stfis s and A in (3) respectively), then pre-computing DSCO frame is

ficient to perfectly reconstruct the target frame. We dertbte
real-time computed frame as DSCO-BI, ; (m, n). Note that be-
cause it handles only a single view-to-view switch, the sizihis

optimal—solution with smallest storage size without réale com-
putation cost. If real-time computation cost is very chethen
DSCO-RT frame is optimal—solution with smallest streamiaig

DSCO-RT frame is much smaller than pre-computed DSCO frameNd no storage cost. For other cases, pre-computing DS@& fra

and smaller thaw; ; (m,n) plus DSC1M;' ;. Further, instead of

with redundant P-frames optimally divided between pre-cota

using channel code like LDPC to remove noise, one can alterngind real-time computation would be a good solution. Hence we

tively use differential coding techniques like H.264's sedary

can devise our optimization strategy as follows to checktlier

SP-frames [11] to perfectly reconstruct the target frameénis T Performance of these three basic structures.

real-time computedini-mergeframe (DSCO0-RT)—one with low
transmission rate and reasonable real-time computatisi-€o
switch from a single view to a target view is in stark conttast

the pre-computedhulti-mergeframe (DSCO) that must necessar-

ily merge multiple decoding paths for best tradeoff betwans-
mission rate and storage.

We next discuss how the best combination of DSCO, redun-
dant P-frames plus DSC1, and DSCO-RT can be found through a

greedy optimization.

4, FRAME STRUCTURE OPTIMIZATION
4.1. Problem Formulation

1. Pre-compute a DSCO frarﬂdﬁj for storage and calculate
objective (3) as cost®.

2. Pre-compute a DSC1 frandé;; for storage.

3. Incrementally add thenost beneficiatedundant P-frame
P; ;(m,n) for a legal view-switch(m,n) — (,5), i.e,
one that lowers objective (3) the most. Stop when there are
no more beneficial P-frame to add.

4. Calculate objective (3) as cast.

5. Real-time compute DSCO-RT framé; ; (m, n) for all lecal
view-switches(m,n) — (i,5). Calculate objective (3) as
costJ?.

We now formulate our objective function. We first assume a use

switches from groupF,,» to F; ; with view-switch probability
pij(m,n), where}-, . pi;j(m,n) = 1, V(m,n). The normal
playback probabilityp; ;(: — 1, 7) will be the largest relative to
other switches. Let; ; be the steady-state probability Bf ;.

Let |S;,;| be the size of structurs; ;, and S;\;(m,n) and

The structure that corresponds to the smallest of the three
costs.J?, J* and J% would be the optimal structure we choose
for Si,j .

5. EXPERIMENTATION

Sfj(m,n) be the transmission rate and real-time computationFor intuition, we first illustrate when the three basic stuves

cost associated with the view-switching frof,,,, to F; ;, re-
spectively. Given storage and computation budgandC for the
entire multiview video, the constrained optimization istien as:
Z Z Tm,nPi,j (m, n) Si{] (m7 n) (1)

i,j m,n
s.t. > 1Si40 <8,
2%}

where the optimization variables are the structdtgss for groups
F; ;'s in the video.

min

Z Z Tm,nPi,j (m7 n)SLC,]J (m7 n) < c

i,j mMm,n

become optimal for different prices of storage and compuriat
Then we compare our proposed scheme to a competing scheme
that does not utilize real-time computation and all franrespse-
computed and stored.

The video playback probability without view-switgh ; (i —
1,4) is denoted by, for short. Letpr = (1 — ppp) /(K - (K +
1)). The view-switch probability from view to view j + & is
(K +1—k)p: for k € [1,K]. This includes both static and
dynamic view-switches. In our first experiment, the steadyes
probabilityr; ; is set to bé).5/(2K +1), whereK is the maximal

Instead of solving the constrained problem (1), we solve theview-switch distance.

unconstrained version problem using Lagrange multiplieasd
u for the two constraints:

Z Z Tm,nDi,j (M, N) Sfj (m,n) + 2

i,j m,n

)\Z |S7;7j| + ,LLZ Z Wm,npi,j(my n)sgj(m’ TL)
2%

i,j m,n

min

We first tune the Lagrange multipliedsandp in (3) to show
the influence of storage and computation prices on the optima
structure. The picture group.,; of the multiview video sequence
Kendo is coded into a structure generated using our proposed
scheme, withk' = 3, N = 4 (picture group size). The results
are summarized in Table 1 for differemy,.

When storage and real-time computation are both expensive,

where) andy need be adjusted so that the optimal solution to (2).7° is smaller thany! andJ?, i.e., the pre-computed DSCO frame

meets the two constraints in original (1).
Itis clear that (2) can be solved separately for each gigup
without losing optimality:

min A|S; ;| + Z Tm,nPi,j(m,n) (SZXJ(m,n) + quj(m, n))

o 3

merging all legal view-switches is optimal, since it has $heall-
est storage and no real-time computation cost. When stasage
very cheap, the pre-computed DSC1 with all redundant Pdsam
also pre-computed is the best choice, where the transmissie

is lower than the pre-computed DSCO frame and no real-tinme co
putation cost is paid. In usual cases, DSC1 with combinatfon



Table 1. Costs of different structures.

Ppb A o Jo J1 (computation cost) Ja
0.1 10 114212 128299 ( 35710) 14296445
0.5 0.0001 0.1 | 47655 20593 ( 0) 149730
0.01 0.1 54251 25821 (714) 150113
0.01 0.01 | 54251 25178 (71) 21541
1 200 | 713824 762087 (285800) 57185054
0.9 | 0.00001 0.1 | 47595 6307 (0) 32152
0.01 0.1 54251 11131 (143) 32538
0.01 0.01| 54251 11003 ( 14) 6824
2.6X 1° T T T
—&— pre—compute only
241 —v— proposed 1

22f

transmission cost
e
®

3 2 5 s 7 s s 1
storage cost x10"
Figure 2. Tradeoff between storage and transmission pyjth= 0.5.

pre-computed and real-time computed P-frames has thetowves
tal cost (only one typical combination of and ;s for usual case
is shown in Table 1). When the real-time computation is cheap
DSCO-RT is the optimal structure, since it has low transioiss

rate and no storage cost.

We next consider the optimization of entire multiview video
sequence and show the tradeoff between storage and traiamis

with or without real-time computation. 50 picture groupscle of

4 pictures, from sequendéndo are considered. In this experi-

ment, the steady state probabilities are randomly gereratete

that the computation budgét for the proposed scheme is fixed.

—A— pre—compute only||
—v— proposed

transmission cost
-
S

4
)

o
o

o
>

02 i i i i i i
3 4 5 6 7 8 9 10
storage cost x107

Figure 3. Tradeoff between storage and transmission myjth= 0.9.

(2]

(3]

[4]

(5]

(6]

The results are plotted in Fig. 2 and 3, showing that the the

proposed scheme outperforms the competing scheme witbonut ¢

sideration for real-time computation. In particular, tiieaming

rate can be decreased by approximat@$, which demonstrates

the importance of introducing the real-time computatioiMy'S.

6. CONCLUSION

Unlike previous work on interactive multiview video streiaign
(IMVS) that studied the tradeoff between expected stregmate

and storage cost when optimizing frame structures, we o

to redesign frame structures with the help of available-tiead

computation, where frequently used view-switches are lleand
by pre-computed frames in storage, and infrequently usewd-vi

switches are handled by real-time computed frames. In asti
multi-merge frames previously proposed that offer goodeodf

[7]

(8]

between transmission rate and storage cost, we proposed a un

merge frame that is computed in real-time and offers goatbtt
between transmission rate and real-time computation Eogter-
imental results show that with real-time computation, tkgeeted

streaming rate can be further decreased(f§f compared to pre-

encoded structures without real-time computation.
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