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ABSTRACT startup delay. This is problematic even if the LF data ar¢ firs
compressed using state-of-the-art LF coding tools [2, 3].

Light field (LF) imaging captures multiple intensities ane d ; . . .
g (LF) ging cap b To address this problem, previous works ioteractive

rections of light per pixel during acquisition in a 3D scene,l, ht field ind(ILFS) h q | ,
so that novel images of different viewpoints or focal points ight field streaming ) have proposed an alternative ap-

can be synthesized. However, transmitting all LF data beproach [4-8], where a user periodically requests a desired

fore viewer observation incurs a large startup delay. Tadavo viewpoint or focal point, and in_ reSponse a server transenits
such delay, we propose a new interactive LF streaming framé)_rle-.synthesmed and _encodgd image for observathn. The ben
work, where a client periodically requests viewpoint imsge efitis that a user can |mmed|ately_observe syqthe5|zed isage
and in response a server synthesizes and transmits each %_the captured static 3D scene via standard image decod!ng,
quested image as a carefully chosen sparse linear combin‘é(lthOUt the pe’?a'ty of a long startup delay du_e tp transmis-
tion of sub-aperture images. For each received synthesizef" of the entire LF data. However, transmission Ot, only ”
image, the client “decodes” and recovers a new sub-apertuﬁ?ded synth_e3|zed IMages means that the user never _Iearns
image using a cache of known sub-aperture images. As (Y underlying sub_—aperture Images used for synthesis. .AS
cache of decoded sub-aperture images grows over time, tﬁeresult, the user W|Illalvyays rely on.the server for transmis
client becomes capable of synthesizing new view/focal qooinSlon of'ev.ery viewpoint image, leading Fo a large aggregate
images, reducing overall transmission cost. Experimestal transm|§5|on cost when the numbelr of view reguests is large.
sults show that our proposed scheme can deliver synthesized !N this paper, we propose a third alternative calid-
images at high quality, even though only sparse sub-agertudressive light field (_:ommumcatlo(rlPLFC), where for each
images are used for synthesis. Moreover, compared with 2nsmitted synthesized image, a user can “decode” and re-
scenario where the requested synthesized images are alw&R/€" @ sub-aperture image, which is then addeccacaefor

transmitted, our proposed scheme achieves a significant redPSequent user-side image synthesis. Specifically, therse

duction in accumulated rate when a sufficient number of im{irst initializes the user's cache with a set of sub-aperiure
ages are transmitted. ages that are deemed critical for image synthesis. Then, for

_ o o ) each new requested view/focal point image, the server-trans
~ Index Terms— Light field imaging, interactive stream- s a synthesized image that is a sparse linear combination
ing, network coding of sub-aperture images in the user’s caphesone carefully
chosen new sub-aperture image. Upon receipt of the synthe-
1. INTRODUCTION sized image, the user can deduce the new sub-aperture image
The advent of light field (LF) sensing technologies like bjtr by solving linear equations, similarly done in network cugli
has enabled the capturing of multiple light rays from differ [9]. Once a sufficient number of sub-aperture images have
ent directions for each pixel in an image. The acquired LFbeen accumulated in the cache, the user can synthesize his
data are demosaicked, calibrated and mapped to a series@¥n images, reducing overall transmission cost.
sub-aperture images, which can be used to synthesize novel Compared to full LF data compression prior to trans-
images of different viewpoints or different focal pointsspo mission, PLFC does not suffer a long startup delay prior to
capture [1]. However, compared to a conventional RGB imuser’s view observation. Yet compared to previous ILFS—
age of a similar spatial resolution, the volume of LF data isequivalent to another extreme case where the cache remains
much larger. Thus, if a server transmits the entire LF dat@mpty at all time—PLFC allows a user to learn and accumu-
over bandwidth-limited networks to a user prior to useesid late sub-aperture images in the cache, leading to transmiss
image synthesis and observation, this will incur a significa savings in the long run. To efficiently implement PLFC, in
_ _ _ _ _ this paper we address the following critical issues: i)iait
camﬁg(‘ji“:;a @un’f;’g‘frcdhoepuer'égn?fgﬁ"org' {macchiavello,  mintsu, ;tion of sub-aperture image cache, ii) selection of spars
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image and cached sub-aperture images. Experimentalgesu#t shifted version of an image. However, we are not interested
show that our implementation of PLFC outperforms a sim-in the decoded sub-aperture imaggself; we are interested

ple ILFS-based differential coding scheme by upr@3 in  in using it for future image synthesis. Hence, the user can ad
Bjentegaard-Delta Bitrate (BD-Rate) [10] consideringdlee  the imagez” to the subset, along with the value of the shift
cumulated rate for all requested images if a sufficient numbe3. When this image is used in order to generate a synthesized

of view/focal point images are requested. view at a new slopey, thenz” is shifted only by the differ-
2. CONVERTING VIEW/FOCAL POINT IMAGES TO ence between the shift and the new shift.. This way, the
' / EROM SUB-APERTURE IMAGES additional distortion due to shifting is added only once.

LF data can be represented Assub-aperture images. The 3. INTERACTIVE TRANSMISSION FRAMEWORK

complete_ set of sub—atl)perturg |magei |s.derl10taﬁ°a§fu§)t;f We first overview our communication system. We assume
aperture images can be used to synthesize images of differq 1 5 server has available in storage a full set of LF image

viewpoints or focal points. Though in this work we focus oN yata—all sub-aperture imagaé of a static 3D scene. A user
synthesizing images of different focal points, our propbse requests periodically a different viewpoint or focal paimt
PLFC framework can be used for both cases. A synthesizeé%e of the scene—according to a view interaction model—
image can be obtained as a linear combination of sh.ifted S‘Wﬁat can be synthesized as a linear combination of shifted
aperturg Images [1,11]. Suppose that the user deswgs a r‘gwb-aperture images. Corresponding to each user’s request
_focal point image represented by slope The synthesized the server must transmit sufficient image data for the user to
image,v(a, §°), can be generated as follows: render and display each requested image.

D icse WX ) Specifically, in our proposed framework, a user maintains
> iese WE a cacheC of decoded sub-aperture images that can be used
subsequently to synthesize new virtual images. The encoder
wherew; is a weight matrix for each sub-aperture image 310 has knowledge of this cache by mimicking the decoder
in §? andx" is the shifted version of;. The weightsw; are  gperations locally. At the beginning of the streaming sBssi
proportional to the light intensity acquired by each subpix the server transmits a startup sub-aperture imagsidetini-

within the maCI‘Opixel and are intrinsic to the camera. tialize C. Upon a user’s request of a new S|q@ethe server
If only a sparse subset of sub-aperture images are useghn choose among two options:

S C 89, then the estimated view(a, S) will not be equal to
v(a, §°). Thus we denote by, (S) the distortion of the fo-
cal point imagev using a linear combination of sub-aperture
images inS relative toS°:

v(a,8%) =

1. Instruct the user to linearly combine sub-aperture im-
ages at the user’s cacti¢o synthesize the desired focal
point image by transmitting the weights.

Do(S) = |[v(a, 8%) — v(a, S)|2. 2) 2. Synthesize gnq tra.nsmit the rgqugsted synthesized im-
age as aoptimizedinear combination of sub-aperture
Eq. (1) can be slightly modified to: images in the user’s caclieplusone new sub-aperture
S i w® - xO image. The transmitted image is differentially coded
v(ia,S) = iest N — 3) using as a reference frame the image synthesized using
Dies Wy only the sub-aperture images available in cache
wherep; are scalar weights applied to all pixelsstf. The In this proposed framework the encoder works with a
main idea is to find the optimal linear combination that mini-yser-defined target quality. In option one a synthesized vie
mizes eq. (2). v(f,C) can be obtained by eq. (3), at a very low bitrate. Nev-

We now assume that a server and a user know the subsgthelessy(3,C) may not achieve the target quality. In this
S and all weightsw. The server adds a new sub-aperturecase, option two is chosen. By including a new imagén C
image, z, to the subset and then creates a new synthesizeglpetter virtual image (3, C U z) can be generated. However,

imagev(3,S U z) by: this still does not guarantee the desired quality. Theegfor
BB 5 g option two is used iteratively until the target quality istme
v(3,SUz) = Lies (p’ i 'Xi) Ty 2 @) In the next sections we will discuss a view interaction
: model, cache initialization and the encoder options inideta
’ Sos (W) +wf del, cache initializat dth der opt et
1€ 1

For simplicity, we assume that the synthesized image always
If the user receives (8, S U z), it can use it to estimate eflects a change in focal point; however, this model can be

the chosen sub-aperture imageNote that, ifv is received ~@lso used for generating new viewpoints.

exactly, thenz? can also be decoded perfectly. If we perform ) )

the opposite shift-3, in order to recover, we are possibly 3-1. View Interaction Model

adding some distortion to the estimated image due to numeriA/e assume that a user starts navigation at an initial fodat po
cal imprecision during spatial interpolation required teate  u chosen from a 2D array® of N different options. The



probability of switching from a focal pointto j is p; ;, the  C, v(38,C). These two images are different versions of the
(i,7)-th entry of a probability transition matri. Suppose requested image. We then ueés,C) as the predictor for
the lifetime of an interactive streaming sectionTisfocal-  differential coding ofv(3,C U z).

switches. Then thémportanceg(i) of a focal pointi is de-

fined as: 3.5. Selection of the new sub-aperture image
T
6(i) = Z [1 Pt} (5) Given user already has sub-aperture images,in should
— e contribute significantly to quality of synthesized focalirio

wherel,, is the canonicatow vector of length\V where all v. This immediate benefit is:

entries are) exceptu-th entry is1, and[]; denotes the-th BL(C,2) = Dy(C) — Dy(CU{2}) ®)

entry of a vector. In words, (5) is the sum of probabilitieatth v

a user selects focal pointn each of thel” switches. Second should contribute to quality of synthesized im-
o ages requested in the future. Denotelbyhe set of focal

3.2. Initialize User Cache point images the user has requested so far. We can compute

The initial setS? that the server transmits at the start of thethe importance of a viewe V° \ V as:

streaming session must be important enough that each sub-

aperture image i%? contributes significantly to synthesized -t

image quality. Note that our method will have an initial dela 0(i,v,t) = [1.P7); ©)
compared to ILFS, however if the total siiz#| is sufficiently T

small, this delay will be significantly lower than transimf  \we can now write the benefit affor future switches as:
the entire LF. We can seleét as follows.

!

Il
-

Define thebenefitof a sub-aperture image as thede- (2,C,V) Z O(u,v,t) (Du(C) — Du(CU{z}))
creasen distortion if z is added taS*. We incrementally add ueve\y
sub-aperture image that is the most beneficial until a budget (20)
of K images are reached: We can now combine the two above considerations into
one unified criteria for choosing
max Y ¢(v Dy(S"U{z}))  (6)
FESNS 5o max BL(C,z) + uB?*(z,C,V) (112)

zeS°\C
The selected images can be transmitted to the user using
any off-the-shelf image or video encoder. In our implemenWherey is a parameter that trades off current and future con-
tation, the first frame selected is encoded as an intra-codedderations. An algorithm to optimally selgctan bela focus
I-frame, while the others are encoded as differentiallyezbd Of @ future study; for this paper we use a smalso B, (C, z)

P-frames. All frames are encoded using lossy compression.has a higher contributioni(= 0.1).

3.3. Option 1: Instruct View Synthesis 4. EXPERIMENTS

If the server decides not to transmit any synthesized imagk our experiments, the user requests several images of the
to the user, then the user can only synthesize the desired vBame light-field, changing the slope of the desired focaitpoi
tual imagev using sub-aperture images @h and the scalar For convenience, the first slope requested is set to zero. The

weightsp;, resulting in distortionD,: change of the next requested slope was generated as Gaussian
process of standard deviatiors up to 100 different slopes.
D, = |v(8,5) = v(B,0)]I3. (7) We have used some images in the JPEG Pleno image
. . ) dataset [12]. All images were captured with a Lytro Illum
3.4. Option 2: Synthesize & Transmit camera, which has a large number of sub-aperture images

If the server decides to transmit the synthesized focaltpgin  (225). The images are first quantized &obits and ther2
at a given slopé, to the user, then it will generatd 5,CUz)  pixels are removed from the borders, due to acquisitionenois
as given by eq. (4). As detailed in Section 2, the user can We compare our results with an ILFS based method,
“decode”z from the received synthesized image and adodl  namely Reference ILFS, where each new synthesized image
its cacheC for subsequent image synthesis. Whickhould is encoded as a P-slice using the previously transmitted syn
be used for synthesis of deserves careful consideration andthesized image as a prediction. For a fair comparison, we use
will be discussed later. the same H.264/AVC encoder (JM 19.0) used in the proposed
The server can directly transmit(3,C U z) as an intra- method, working in RGB mode. For the Reference ILFS, all
coded image. We propose a more intelligent scheme leadd.264/AVC macroblock partitions are tested, and full sbarc
ing to a smaller coding cost. The receiver synthesizes a vernotion estimation is performed. The QP is set to the highest
sion of the desired image using only sub-aperture images ivalue that still achieves the desire target quality.
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images are transmitted, the proposed PLFC algorithm signif
Fig. 2. Rate-Distortion after transmittin)0 images. icantly outperforms the Reference IFLS. It is also inteéngst
to see the progression of the algorithm’s performance durin

For the proposed method, namely Proposed PLFC, wiansmission. Table 1 shows the bitrate savings, meassred a
also used the H.264/AVC as the encoder. However, when etthe BD-Rate, of the proposed PLFC algorithm using the Ref-
coding residuals, since we already have a good estimatiogfence ILFS as anchor, after a number of images are trans-
we have used only macroblock typB36 x 16 andPSKIP, mitted for several LFs. It can be seen that larger gains are
and we have set all motion vectors to zero. In order to imobtained as more images are transmitted, but the proposed
prove the quality for shifting sub-aperture images, allges PLFC algorithm levels with the Reference ILFS afgérto
are padded byo0 pixels in each direction. The cache was ini- 50 images are transmitted, depending on the LF.
tialized with3, 5 or 8 sub-aperture images, for a target PSNR
of 36, 38 and40 dB, respectively. In order to improve the syn- 5. CONCLUSION
thesized images usirg in all cases the PSNR of the images |n this work we present a novel alternative to light-field
in the initial caches® are set to be dB higher than the target. transmission, namely progressive light field communicatio

In this setup, the weights; are considered to be known (PLFC). In this aproach, a initial set of sub-aperture insage
by both ends. Since they are intrinsic to the camera, it is & sent to the user, referred to as the user’s cache. Then, for
reasonable assumption that the same camera is used for sg¥ch transmitted synthesized image, the receiver canatstim
eral transmissions. Nevertheless, if the camera setugean a new sub-aperture image that can be added to the cache and
these weights are highly spatially correlated and can be conbe used later for image synthesis. The sender has two options
pressed efficiently with the appropriate tool. either to send a new synthesized image or to instruct the re-

Fig. 1 shows a plot of the progression of the accumulatedeiver how to synthesize the requested view/focal point. We
rate. As expected, the proposed PLFC algorithm performaiso presented algorithms for selecting the sub-apertre i
better as more images are transmitted. It must be noted thages to initialize the cache, and to select the next sulttaper
the average PSNR of the Reference ILFS is fairly constanimage to be added to it. Results show that we can generate
as it chooses the QP in order to achieve the target quality. la synthetized image of good quality with a sparse subset of
the case of the proposed PLFC, however, the PSNR fluctwsub-aperture images. Moreover, when compared to an archi-
ates more, as sometimes the images already in the cache gaeture that always transmits the requested viewpoinhgusi
produce a higher quality synthesized image. The minimunDPCM , the proposed scheme can reduce the accumulated
PSNR of both algorithms is the same, as both are tuned teate, after a certain number of transmission, by ugGgs.
stay higher than the target quality. As future studies several details can be improved, such ps:

Fig. 2 shows a rate-distortion plot at the end of the transan algorithm for optimal selection of the Lagrangian multi-
mission. The rate accounts for the total number of bits used tplier that balances the immediate and future benefits,an
transmit all images, whereas the PSNR shown is the averagelaptive cache initialization method with variable sizel an
PSNR among the images. (7i1) a Rate-Distortion function for option selection during

As expected, in the extreme case, after a great number ehcoding.
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