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ABSTRACT To support interactive video streaming, the technical lehgke
is to pre-encode a high-dimensional video content effibientile
The ability to efficiently switch from one pre-encoded vid#eam  providing flexible mechanisms to facilitate stream-swiitgh One
to another is a valuable attribute for a variety of intersetitreaming  simple method is to insert an intra-coded I-frame at eachicgtipn-
applications, such as switching among streams of the sad@® Vi required switching point. While I-frames, which do not raguany
encoded in different bit-rates for real-time bandwidthgtdéion, or  predictor frame at decoder buffer for decoding, can faxt#itstream-
view-switching among videos capturing the same dynamic&De  switching, their large size means frequent insertion ispnattical.
but from different viewpoints. It is well known that intraxded Towards a more efficient stream-switching mechanisis;
I-frgmgs can be used a.t switch boundarles to facﬂ@ateastre tributed source codingDSC) exploits the correlation between the
§W|tch|ng: Howe\(er,ltheAsae of an I-fram:a IS Iar%e, maklruyqtggtt set of possible frames from which a client is switching @aBide
Isr;fgz;tlnﬁ)-gvl/?:é)tzﬁwcnCrenlécha;?;ringspé?saﬂzitetg\/\gursc: 2:)?;[;:@(() information (SI)) and the target frame for coding gain [6, 7, 8].
hich exploits gorst-case correlation between a set of mb Specifically, each code block is first mapped from pixel togra
which Exploits wi ’ ST m form domain. Then bit-planes of each transform coefficieainf
predictor frames in the decoder buffer (called side infafama(SI) all S frames are compared to the bit-planes of the targendra
frames) and a target frame to lower encoding rate. Howeter, t The “noisiest’ bit-planes among SI frames—ones with thgdat

_convenuonal use of blt-pla_ne and channel co_dmg meansm deviation from target frame—are then identified, and chhoodes
ing and decoding complexity of DSC frames is large. In thisgsa strong enough to overcome the worst-case noise are encedbd a

we pursue a novel a.pproach tq the str.eam-.switching probised DSC frame. At the decoder, any Sl fraples DSC frame can result
on the concept of “signal merging”, using piecewise corsganc) in an identical reconstruction of the target frame. DSC faran

function as the merge operator. Specifically, we proposeva ne . L
’ otentially be much smaller in size than a comparable |-&§h
merge mode for a code block, where for eadeth transform coef- P y P

ficient in the block, we encode appropriate step size and:twoial However, there remain significant problems in the DSC frame
shift parameters at the encoder, so that the resulting fismtion at ~ design. First, use of bit-plane encoding and channel cogesiathe
the decoder can map corresponding coefficients from anya@idr ~computation complexity in both encoder and decoder is higir-
to the same reconstructed value, resulting in an ideryicatirged ~ ther, because average statistics of a transform coeffibiempiane
signal. The selection of shift parameter per coefficientwal as for the entire image are used, non-stationary noise statisan lead

coding modes between intra and merge per block, are opiiniize to high rate channel codes, resulting in coding inefficiency

a rate-distortion (RD) optimal manner. Experiments shosoen In this paper, we pursue a novel approach to the stream-
aging coding gain over a previous implementation of DSC &ain  switching problem based on the concept of “signal merging—
low- to mid-bitrates at reduced computation complexity. merging any Sl into an identically reconstructed good slgrasing

distributed piecewise constant (pwc) function as the merge operatoecifp
cally, we propose a new merge mode for a code block, where for
the k-th transform coefficient in the block, we encode appropriat
step size and horizontal shift parameters dflabor function at

1. INTRODUCTION the encoder, so that the resultifig oor function at the decoder

can map corresponding coefficients from any Sl frame to theesa

In conventionalnon-interactivevideo streaming, a client passively reconstructed value. The selection of step size and hdgizshift
consumes every frame in a pre-encoded video stream as the viddirectly affects both the merged signal fidelity and the ngdiate;
is played back in time in a fixed, rigid order. In contrastjriter- ~ We propose rate-distortion (RD) optimization proceducespttimize
active video streaming [1], a client can in real-time freely choosethese parameters, as well as the selection of coding modesdre
subsets of a high-dimensional media content for persehizon-  intra and merge on a per block basis. Experimental resutie sh
sumption. In response, the server must transmit pre-edcdeta ~ €ncouraging coding gain over a previous implementation 8€D
that corresponds to the requested media subsets for cdeeating ~ frame at low- to mid-bitrates at reduced computation comifle

and display at client. Examples of interactive video striegnin- The outline of the paper is as follows. We first outline redate
clude switching among streams of the same video encodeffetdi work in Section 2. We then overview our coding system in Sec-
ent bit-rates for real-time bandwidth adaptation [2],ist8D scene tion 3. We discuss the use of pwc functions for signal merging
navigation among light field images captured from differeietv- Section 4, and propose simple RD optimization procedureeint
points [3, 4], view-switching among videos capturing theeady-  tion 5. Finally, we present experimental results and caichs in
namic 3D scene from different cameras [5], etc. Section 6 and 7, respectively.

Index Terms— Interactive video, video coding,
source coding



2. RELATED WORK

Beyond conventional I-, P- and B-frames, H.264 [9] introe§P-
frames[10] for stream-switching. In a nutshell, first a primary SP-
frame is differentially coded between one predictor framd the
target frame, similar to a conventional P-frame. Then, fwrhead-
ditional predictor frame, one secondary SP-frame is difiéally
coded between the predictor frame and the reconstructethpyi
SP-frame, where the prediction residual is losslessly ¢ddeen-
sure identical reconstruction between primary and secyn8&-
frames. Due to the lossless coding employed, secondarya®ies
are coding-inefficient and are inferior to DSC frames [8].
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Fig. 2. Example of stream-switching from one pre-encoded strenamt
other using merge frame. Sl frame?,(3’s) are first constructed using differ-
ent predictors. Then merge framé; 3 is encoded using the two Sl frames.
I-, P- and merge frames are represented as circles, squatetamonds.

While DSC has been a popular concept in designing stream-

switching mechanisms in the past decade [2, 3, 6, 7, 8] ypdut to
the computation complexity required for bit-plane and ctercod-
ing, DSC is neither widely used nor adopted into any videdrapd
standards. In contrast, our implementation of merge fraased
on the concept of “signal merging” involves only quantieatipwc
function) and arithmetic coding of horizontal shifts, bathwhich
are simple, intuitive and well understood in the coding camity.
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Fig. 1. Given the side informationX ! (k) and X2 (k) corresponding to
the k-th coefficient of blockb, a pwc functionf (z) maps them to the same
X3 (k) if they fall on the same step. Only step sidé and shiftc are needed
to specify pwc functionf (z), which we encode for each coefficient.

There exists an interesting connection between our corafept
“signal merging” and classicatoset codingn DSC [11]. Coset
coding can be interpreted as extraction aafarsegrained infor-
mation from noise-corrupted Sl, plus transmissiorfioégrained
information—also known as coset indices—to recover thgi-ori
nal signalexactly On the other hand, the requirement for signal
merging—identical reconstruction of a merged signal giaey one
Sl plus transmitted bits—is less stringent. As an exampl&;ig. 1
we see that thé-th transform coefficients of block from two Sl
frames, X} (k) and XZ(k), fall on the same step of pwc function

or intra mode—is used as a stream-switching mechanismt, férs
each possible switch from franté to frameF;, anSl framethat is

a P-frame differentially coded using as predictor and”; as target
is encoded. Thus the Sl frames constitute the best apprtrimaf
the target frame given their respective predictor framesFig. 2,
two P-framesP; 3's of streaml and time instan8, predicted from
predictor framesP; » and P, » of streamsl and2, represent the Sl
frames. Then a merge fram&/( s in Fig. 2) is encoded to merge any
possible S| frame to an identically constructed versiorheftarget
frame. During a stream-switch, the server can transmit aeyad
the SI frameplusthe merge frame for an identical reconstruction,
and avoid coding drift in the following frames that prediatrh the
merge frame. The challenge is to design a merge frame indtiing

in an RD optimal manner. We describe this next.

4. PWC FUNCTIONS FOR SIGNAL MERGING

Let the N Sl frames beS?, ..., SY. There is an uncertainty at en-
coding time as to which one of thedé S| frames will be available
at decoder buffer for decoding of the merge frame, but theoket
N Sl frames is known at encoding time with certainty. Let the re
constructed image after decoding the merge fram& be&vhich is
an approximation of the target image The goal is to design the
merge framéM such that distortion with respect to target imabge
Dy (M), and the encoding rate of the merge frafRéM), are op-
timally traded off:

ml\jln Dt (M) 4+ AR(M) (1)

where each combination of Sl fran®" and merge framé can
identicallyreconstruct tar'. The goal is to find the best merge frame
M possible in an RD-optimal sense.

f(x), meaning either one of the two values can be mapped via We first discuss a framework for merge frame constructiongisi

f(x) to the same (merged) sign&l, (k). Clearly, givenX; (k) and

pwc function. We then discuss the resulting distortion atd costs

X¢ (k) are both known during encoding, encoder can choose amonigr different choices of parameters in the framework.

many combinations of step si2& and shiftc to guarantee unique
reconstruction, including combos that recover the targamé’s
original k-th coefficientY; (k) exactly. Unlike coset coding, how-
ever, encoder can use this degree of freedom to chiddosadc that
optimally trade off rate and distortion. In particular, ie@ion 5.2
we will argue how our selection of shiftss can lead to favorable
statistics for arithmetic coding of shift parameters.

3. SYSTEM OVERVIEW

We overview our proposed coding system in whigherge frame-

4.1. Piecewise Constant Function for Single Merging

Suppose & -pixel code block of index from Sl frameS™, x;,
is transformed and quantized ¥ = [X;'(0),..., X (K — 1)],
whereX;' (k) is the quantization index df-th coefficient of block
of Sl framen. (This impliesX]' (k) is an integer, i.e X} (k) € L.)
To have identical reconstructicK; for block b in reconstructed
frame T, each one ofk-th coefficients X} (k),..., X{¥ (k) must
map to the same quantization indé (k). This can be accom-

plished through a pwc function, as illustrated in Fig. 1 /ér= 2.

where code blocks can be coded using our designed merge mo@i&xamples of pwc functions areod, r ound, f | oor, etc. We will



restrict our attention to theel oor function':

fa) = |5l w5 e

2

where thestep sizés W and thehorizontal shiftis c.

J W @)

We know that each Sl frame is correlated with the target
frame, which would imply that the SI frames themselves are

correlated. Hence, the largest difference between any ipair
XE(K),..., XN (k) for k-th coefficient in blockd is small on
average. LetV,(k) be the maximum difference between tweh
coefficients in block from any two Sls, i.e.

b (k) — min  Xp'(k)

n=1,...,

Given W, (k), we can next define group-wise maximum differ-
ence for a groug of blocks, Wi (k):

Ws(k) = max W (k) (4)
Given X} (k)’s are integersiW(k) is also an integer.

For any blockb in group B, a step sizéV/ (k) = Wg(k) +
e is sufficient forf | oor function f(x) to map any coefficient in
Xy (k), ..., X2 (k) to the same value, for any> 0, if horizontal

W — 1. Similarly, we can writec = ¢; W + co. Assume first the
case where, + c2 < W. (2) can be now analyzed as:

g

w
(z1+ )W + - —aW —c

W—l—%—c

(1 4 )W + (22 + C2)J

/(@) -

W + K — C2
2
Hencec candecreasef (z) by cz, given0 < co < W — z2.

Now consider the case wherg + co > W. LetW + b
2 + c2, where0 < by < W — 2. (2) becomes:

W—l—%—c

() {(501 +C1+1)W—|—b2J

w

w
($1+C1+1)W+7—C1W—02

w
(l’1—|—1)W+7—62

Hencec canincreasef (x) by W —cz, whereW —z2 < co < W—1.
We can make two observations from the above analysis. First,

shift ¢, (k) can be appropriately chosen. In order to use the smalleghough the feasible sé%, (k) for ¢, (k) as described in (5) is large,

step sizeV ! (k) possible while keeping € I, we fix ¢ to bel.
Shift ¢, (k) must be chosen such that any coefficienXifi (),
n € {1,..., N}, is mapped to the same value &), i.e.:

Lxg(k) + Cb(k)J _ {Xgl(k) + v (k)
Wy (k) Wy (k)

J Yne{l,...,N}
One can show that feasible set of values: i) < I, denoted
asFy(k), are:
(k) + mWi (k) < cp(k) < (k) + mWi (k) (5)
wherem is an integer, and" (k) andc;"** (k) are defined as:
e (k) (6)
) @)

Note that (4) impliesVs (k) > W, (k), and sacy®* (k) > ¢ (k).
Note also thaty'**(k), c;"'" (k) € L.

(X3 (k) mod Wi (k)
S (k) + Wis(k) — Wi (k)

4.2. Distortion Cost

Different horizontal shifts, (k)'s in feasible setF (k) (5) induce

different distortion in the reconstructed signal. We firsfide dis-

tortion for k-th coefficient of blockb, dy(k), to be the difference
between originak-th coefficientY; (k) of the target imagél’ and

reconstructed coefficierft( X3 (k)):

dy (k) = Yo (k) — f(X5 (k))|? 8

Because we assume a valid horizontal sbiftt) is chosen, allVv
k-th coefficientsX;' (k)'s map to the same valug(X;' (k)),Vn €
{1,..., N}. Thus we consider only (X} (k)) in (8).

Given f(z) in (2) and step sizé&V, shiftc, ¢ € 1, is capable of
moving inputz only within a neighborhood dfV’ integers around.
To see this, let = 1 W + x2, wherezi,z2 € Tand0 < z2 <

1f | oor function is defined here such that theaximumdifference be-
tween originalz and reconstructed (z), after horizontal shift ofc and
f | oor operation with step siz&/, is minimized.

a restricted range di < ¢,(k) < W — 1 is sufficient to induce
all possible changes ifi(z). Second, the larger the step si#é,
the larger the range of values(k) can augment iry(x) (though
the resulting coding cost @f (k) will also increase, to be discussed
next).

4.3. Coding Cost

Usingf | oor function f(x) for transform coefficient merging, we
can thus conclude that the encoding cost forkkit coefficient in
block groupB of the merge fram@1 is the following:

1. one step siz&/; (k) = W (k) + 1 for groupB.
2. one horizontal shift, (k) for each block in grougs.

The cost of encoding a singl&'s(k) for k-th coefficients of a
large groupB is small. The cost of encodind@| horizontal shifts
cv(k)’s for k-th coefficient, on the other hand, can be expensive.
We hence focus our next discussion on two important desigm co
ponents for good RD performance: i) identification of blooks
frame as merge blocks in merge groBpand ii) efficient coding of
horizontal shiftse, (k)’s for blocks in groups.

5. RD OPTIMIZATION

5.1. RD-optimal Selection of Block Modes

For blocks that are very different across Sl frames, theyreguire
too many bits to code parameters of fleoor function for signal
merging. We perform the following procedure to identify ¢ke
that should be coded as intra blocks instead. First, we enclotks

of the entire frame as merge blocks, resulting in a certagrage
distortion per blockd. We then select the quantization parameter
(QP) for intra-coded blocks, so that the average distoiti@isod.

For each blockb in a snake order, we evaluate its RD cost
when coding using moden: Dy(m) + ARy(m), wherem €
{intra,merge}. Forintr a, the intra-coded block’s distortion
Dy, and rateR;, are determined by the aforementioned QP. Distortion
and rate for a block coded imer ge mode are the corresponding



sums of distortion and rate for individual frequencies ia thock,
which is described in the next section. The mode with the kema
RD cost is selected for encoding of blokk

Given the blocks chosen for coding irer ge, let W* (k) = |
max, Wy, (k) be the largestVy, (k) of k-th coefficient in these |
blocks. We then re-optimize the shift selection in thesekdaiven
W*(k)’s. Note that because the blocks with large difference amc
S| frames have been declared intra blocks, the remainingkblo ,
should be more similar, which will result in smalldr *(k)'s. Small b a5 @z : s
step sizé/ * (k) + 1 means the size of the alphabet for encoding ui
horizontal shiftscy (k), ¢, (k) € [0, W*(k)), is also small, leading (a)RaceHor ses (b) PartyScene
to coding gain. Fig. 3. PSNR versus encoding rate comparing proposed merge fratme w

DSC frame in [6] for sequencd®aceHor ses andPart yScene.

PSNR

35 a 45 1 2 3 6 7 8

5.2. RD-optimal Selection of Horizontal Shifts

Given chosenV * (k) as described previously, we reselect horizont  «|—werml
shift ¢, (k) for k-th coefficient of each block using the following
RD criteria:

BQMall BasketballDrill

PSNR
PSNR

ey () + M= log Pr(e = cva (k) ()

wheredy (k) is the distortion defined in (8), and the rate term is tt

negative log of the probability of the difference betweea thrrent P S S S o

¢y (k) and previous:,—1 (k) for previous blockb — 1. In other words,

we code only the difference in shifs, (k) = ¢, (k) — co—1(k) be- (a) BQwal | (b) Basket bal | Dri ||

tvyeen Current ani:l previous blockB, (k) is the feasible set far, (k) Fig. 4 PSNR versus encoding rate comparing proposed merge fraime w
given step sizéV" (k) + 1. DSC frame in [6] for sequencé®QVal | andBasket bal | Dri | | .

In our implementation, the shift differentials, (k)’s for differ-
ence frequencielsin a given block are coded together as one code-
word using arithmetic coding (AC). Starting with an initiabobabil-
ity distribution for A (k) for frequencyk of the first block, each
subsequent block derives an updated distribution basedltatted
statistics of previous coded merge blocks for this frequeRarther,
given high frequency components of the target frame aréyliéero

different QP. Then, QP for the Sl frames themselves weredad
induce different RD tradeoff. Given a pair of Sl frames erembd

at a particular QP, we encoded our merge frames using a rdnge o
A values when choosing horizontal shiftaising (9). The convex

hull of all operational points represents the RD perforneaocour
or close to zero, we encode an End-of-Block (EoB) symbol wthen  .554q6d merge frame. For comparison, we also plotted the RD

remaining frequency components of the target block arenadllier o o mance of an earlier implementation of DSC schemelin [6
than a threshol@. This means we only need to encode a small num- In Fig. 3, we see the RD performance for sequelRase Hor ses
bers\f/shn‘t d'ﬁfgetnt'?]lsab(k.) S pgrtblockl. t shi s for | \ andPar t yScene. We see that our proposed merge frame outper-
e argue that w en_u_smg( ) to :se ect shifik)'s for large formed DSC frame in [6] at all bitrate regions. In Fig. 4, we see
value, the resulting statistics fdk,(k)’s can be much more favor- RD performance for sequencBEMal | andBasket bal 1 Dri | |

ablg for compre;sion than coset indicgg in coset coding [Gilen For these two sequences, we see that our proposed mergeduaéme
a singleWw (k) is chosen fork-th coefficients of all merge blocks performed DSC frame in [6] only at low- to mid-bitrate regson

in the frame, it is likely much larger than the typical maximeo- Thou i )
L . gh not shown, we observed that statisticsfg(%)’s are more
efficient differencél?’, (k) among Sl frames for many blocks. A ¢ o towards, (k) = 0 at low bitrate for all sequences, mean-

Icar(%e) ?;J\itll\illfef;egesIrzeeulsnefjh?o?vg;zg;u;cri(;?grirrllzaposr t;?;;g‘iﬁgtenc ing horizontal shifts have more favorable statistics at bitrate for
Y . . : . .

of blocks, i.e.,Ay(k) = 0 has high probability, resulting compres- ecodmg using AC, which explains the performance gain.
sion gain when using AC. This is in contrast to coset indicaset
coding, whose statistical behavior is more similar to Isagtificant 7. CONCLUSION
bits (LSB), which is very random. The cost of choosifyg(k) = 0
often in (9) is a penalty in distortion. As we will see in thesulis
section, our merge frame shows more promise at low bitrgieme

Designing a stream-switching mechanism that is also ceding
efficient is a difficult task. In this paper, we pursue a noygiraach
based on the concept of “signal merging”, using piecewise co
stant (pwc) function as the merging operator. Specificallyrder

6. EXPERIMENTATION to mergek-th transform coefficients of different side information

To test the performance of our proposed merge frame, we codS!) frames to the same value, we encode appropriate ste@sd
ducted the following experiment. We used the following four horizontal shift parameters offd oor function, so that all the SI
video test sequencesRaceHor ses, PartyScene, BQval | coefficients fall on the same function step. We propose RD opt
andBasket bal | Dri | | 2 For each sequence, we first preparedMization techniques to select shift parameters for eacHiceet,

two S| frames, which were predictively coded using as ptedic &8s Well as coding mode between intra and merge for each block.

different coded versions of the previous frame compressitd w Experimental results show encouraging coding gain overesipr
ous implementation of DSC frame at low- to mid-bitrates athu

2ftp://ftp.tnt.uni-hannover.de/testsequences/ reduced computation complexity.
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