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ABSTRACT

Free viewpoint video enables a client to interactively cea view-
point from which to synthesize an image via depth-imagetasn-
dering (DIBR). However, synthesizing a novel viewpoint geaus-
ing texture and depth maps from two nearby views entails @&z
computation overhead. Further, to reduce transmissi@) ratent
proposals synthesize the second reference view itselfjusixiure
and depth maps of the first reference view via a complex iripgin
algorithm to complete large disocclusion holes in the sdaeffier-
ence image—a small amount of auxiliary information (Al)rarts-
mitted by sender to aid the inpainting process—resultingnireven
higher computation cost. In this paper, we study the opttraaleoff
between transmission rate and client-side complexityhabih the
event that a client device is computation-constrained,ptexity of
DIBR-based view synthesis can be scalably reduced at thensep
of a controlled increase in transmission rate. Specificédlystan-
dard view synthesis paradigm that requires texture anchdepps
of two neighboring reference views, we design a dynamic ianog
ming algorithm to select the optimal subset of intermediattial
views for rendering and encoding at server, so that a clieribpms
only video decoding of these views, reducing overall viewtbgsis
complexity. For new view synthesis paradigm that syntlessihe
second reference view itself from the first, we optimize ttans-
mission of Al used to assist inpainting of large disoccladioles, so
that some computation-expensive exemplar block searatatpes
are avoided, reducing inpainting complexity. Experimeng¢gults
show that the proposed schemes can scalably and gracefdlige
client-side complexity, and the proposed optimizationsiewe bet-
ter rate-complexity tradeoff than competing schemes.

Fig. 1. Example of rate-complexity tradeoff for low-spec devicesaddi-
tion to reference views and2, virtual view 1.5 is rendered and encoded as
a P-frameP; 5 at server, so that only virtual viewls25 and1.75 are synthe-
sized at client (each using two nearby encoded frames agnefg shown as
dashed lines), reducing overall complexity.

auxinary Info (Al)

$

Fig. 2. Example of rate-complexity tradeoff for high-spec desic¥irtual
views 1.25, 1.5, 1.75 are synthesized at client using viewsand2 as ref-
erence (shown as dashed lines). Reference fisreconstructed via view
synthesis from reference viely with the help of transmitted Al to inpaint
disoccluded regions to complete the image.

computation-constrained devices like tablets, this cdatmn load
may be overwhelming.

To address the client complexity problem, in this paper we
study the optimal tradeoff between transmission rate aiedteside
complexity, so that in the event that a client device is cotafpon-
constrained, complexity of DIBR-based view synthesis eagrace-

Index Terms— Interactive multiview video, depth-image-based fully and scalably reduced at the expense of a controlleccase

rendering, computation complexity

1. INTRODUCTION

Free viewpoint video [1] enables a client to interactivehoaose
a virtual viewpoint from which to synthesize an image dipth-
image-based rendering (DIBR) [2]. While observation of the 3D
scene from different viewpoints can enhance depth peepki
the viewer [3], the DIBR view synthesis process using textamd
depth maps captured from two nearby views entails a sizalte ¢
putation overhead. Further, to reduce the transmissi@nafafree
viewpoint video, instead of explicitly encoding the secoeférence
view for synthesis of intermediate views, recent propoféisall
for view synthesis of the second reference view itself usingy
texture and depth maps of the first reference view. Using onby
reference view for view synthesis typically results in lEdjsocclu-
sion holes in the target image, which necessitates trasgmisf a
small amount ofwxiliary information (Al) to assist more complex
inpainting algorithms [5] to complete the image satisfabto For

in transmission rate. We first consider the rate-comple®R{Z)
tradeoff for standard virtual view synthesis paradigm tieafuires
texture and depth maps from two neighboring reference viass
commonly done in the free viewpoint literature [2, 1]. Theuking
synthesized image typically has small disoccluded regibascan
be filled using simple standard procedures [2]. In this case,
design a dynamic programming (DP) algorithm to select therap
subset of virtual views between two reference views for eeind
and encoding at server, so that a client that desires a fesgwoint
“look-around” from the first reference viewpoint to the sedaan
perform video decoding of these frames, reducing overallt®sis
complexity. As an example, in Fig. 1 virtual viels is chosen to be
rendered and encoded as a P-frafig, so that only virtual views
1.25 and1.75 are synthesized at client.

For new view synthesis paradigm [4] that synthesizes therskc
reference view using texture and depth map of the first reterewve
study the RC tradeoff for the construction of the secondreefee
view by controlling the selection of Al to assist inpaintinglarge
disocclusion holes. More specifically, if a missing blockjuies



then has the option of either continuing the static 3D scéoek”
around” to camera view+ 2, or starting temporal video playback at
view v+ 1. Dependent on the baseline distance between neighboring
camerasK should be large enough to support a smooth-switching
user experience.

Unlike [7] that seeks to minimize expected transmissiom rat

high-complexity search in the filled-in region to identifysaitable
exemplar block for copying, then an intra block can be tratisoh
instead to complete the block at a cost of Al transmissioa iat
crease. See Fig. 2 for an illustration. The RC-optimal sece®f
Als is selected at sender by finding the shortest path in léstré&x-
perimental results show that the proposed schemes caiblycalal
gracefully reduce client-side complexity, and the propaggtimiza- ~ while facilitating application-required periodic viewvgching, the
tions achieve better RC tradeoff than competing schemes. challenge in this paper is to desigdditional coded data for trans-
The outline of the paper is as follows. We first discuss relate mission, so that complexity of view synthesis at client carsbal-
work in Section 2. We then overview our system model in Secdio  ably reduced. To understand the computation complexitihionew
We formulate our RC optimization for two types of devices acS  view synthesis paradigm, we first overview a representatitreme
tion 4. Finally, experimental results and conclusions aes@nted in [4] where texture and depth maps for the second refereisve v
in Section 5 and 6, respectively. v + 1 is synthesized using texture and depth maps of a first ref-
erence viewv, with the help of transmitted Al to aid the inpaint-

2. RELATED WORK

In interactive multiview video streaming (IMVS) [6], only the single
video view currently selected by a client is transmittedrfreerver,

ing process of large disoccluded regions. It was demomwestriiat
such a representation has better rate-distortion (RD)ppeence
compared to multiview video coding (MVC) [11] and layeregtte
video (LDV) [12].

lowering transmission rate. The technical challenge ing@p de-
sign a frame structure that efficiently compresses multivi@eo
and provides periodic view-switching mechanisms in the endode
bitstream at the same time. [7] extends the work in [6] by @bns
ering interactive streaming of free viewpoint video, whesgture
and depth maps of two coded views that sandwich the virtueal vi
currently selected by a client are transmitted from ses@that the
virtual view can be synthesized at client via DIBR. While veé-f

low the same IMVSS setup in [6, 7], we focus exclusively on t@ R | i values in thedisoccluded pixels in the target region 2, the

tradeoff in client-side view synthesis, which is not coeseltl in[7].  criminisi’s algorithm [5] is employed, with the help of adidhal
To the best of our knowledge, only [8] studies the complexityransmitted Al described below.

of DIBR-based view synthesis at decoder in a formal mannée T criminisi's algorithm designates a filling order for codetks

common assumption in [8] and this work is that overall system- \yith center on the boundag2 between sourcé and target region
putation load (or power consumption) can be reduced byrigaolift ¢ e do not change the block order, but merely how each block
view synthesis complexity with an increase in transmissibrate.  \yith missing pixels are completed. There are four types ofcl
The increase in transmission rate will not cause the sam@opro  ggsist in block completiorski p, MV, i nt r a andpr ed. Accord-

tional increase in power consumption; this is true for 3Gmeek g 1o the statistics in [4]pr ed is seldom used, and thus we will
data transmission, for example, since energy consumpgidlomi-  gegcribe only the other three:

nated by theail energy at the end of a transfer, not the actual amount
of data transmitted [9]. The key idea in [8] is to compute aad$mit
from server the disoccluded pixels in an DIBR-synthesizedge
from a virtual viewpoint, so that the client can simply integg these
server-computed pixels without performing any inpainti@gr RC
optimization for standard view synthesis paradigm is simiih that 2.
we also seek to minimize the computation load due to disdedu

pixels, but optimize at a frame level. Note that [8] requipzs-
encoding and storage of inpainted pixels for every posasiliteal

view, resulting in a large storage cost. 3

3.1. Auxiliary Information (Al) for Hole-filling

In [4], texture map for the second reference view is constdias
follows. (Depth map can be constructed similarly.) Fimstttire pix-
els from the first reference view are mapped to their corneding
locations in the second reference view according to thaipatity
valued. These are thé&nown pixels in the source region ®. To

1. ski p means missing pixels on a block with center on bound-
ary 62 can be capably inpainted (copied) by the most similar
block in ®, found using the Criminisi’'s search. Thus, no fur-
ther information need to be transmitted.

MV means that Criminisi's search cannot identify a good qual-
ity block in source regionP as replacement. Thus a trans-

mitted motion vector (MV) can help directly locate a best-

matched block inb for copying.

. intra means no similar block exists in source regidn

3 SYSTEM OVERVIEW Thus an intra coded block is transmitted for pixel completio
For our Al implementation, we implemented these three types

Like [7], we consider an IMVS scenario where a server presdas
and stores a multiview video content &f captured viewspy €

of Al with three additional modifications beyond [4]. Firstki p
can specify a search rangeso that complexity for the Criminisi’s

{1,...,V}, wherev corresponds to the physical location of a cam-search can be scalably reduced. Second, if the previouk Hoc

erain a 1D array. The IMVS interactivity we providedsitic view-

coded adwV, then the current block also coded\Aécan have its MV

switching, which means a user can stop the playback of the videgjifferentially coded, reducing transmission overheadrd;lthere is

in time and navigate to neighboring virtual views of the 8D

a one-bit flag in nt r a indicating the type of intra-prediction per-

scené. Specifically, a client observes one virtual view at a time de formed. Specifically, if the previous block is also coded asr a,

noted byv + k/K, wherek € Tandl < k < K —1. In essence, the

client observes a “look-around” of the static 3D scene byvirig
virtual views fromwv to v + 1. Upon arriving at view + 1, the client

1[10] showed that humans prefer the visual effects of statewy

then the one bit indicates whether the intra prediction Ehbe per-
formed using the previous block, or using the pixels acrossmtary
59, with the isophotdas computed in the Criminisi’s algorithm [5]

2Since there is a one-to-one correspondence between textdrdepth,

switching overdynamic view-switching [6], where the video is played back we will use these terms interchangeably.

in time uninterrupted as users interactively switch to hb@ing views. The
latter produces effects similar to single-camera pan, ot novel.

3|sophote is basically the gradient at a pixel rotated by 9freks [5],
which empirically we found to be a good intra-predictionedtion.



as prediction direction. If the previous block is not codsdat r a,
then the one bit indicates whether intra prediction shoolcbe per-
formed, or performed using the pixels acréssas described earlier.
The properties of the three types of Al are summarized ineTabl

3.2. Choosing Al for RC Tradeoff

From Table 1, one can find the tradeoff between bit-rate aedtel
side complexity for different Als. Suppose it is requiredatth
one must achieve a certain reconstruction quality for ewdogk.

i ntrais capable of reconstructing to any desired quality (spegtifi
by the quantization parameter (QP)) at low decoder comglexi
However, the transmission cost of Ahntr a is the highest. If a
good matching block does exist in the source region (onesttis-
fies the quality requirement), its location can be explcibecified

by Al MV, with a medium transmission cost, or search using the

Criminisi’s algorithm, which will incur a large computatiocost
at decoder. The RC-optimal selection of Al will be formuthte
Section 4.2.

4. PROBLEM FORMULATION

We divide the RC optimization of client-side virtual viewrgke-
sis into two sections. We first formulate the RC optimizatfon
standard view synthesis paradigm, where each virtual véesyin-
thesized using two nearby reference views. We then formura
optimization for a new view synthesis paradigm, where treosd
reference view is first synthesized from the first refereaoe, then
disoccluded region is constructed using our proposed caxiip
scalable inpainting algorithm.

4.1. Rate-Complexity Tradeoff for Standard View Synthesis

For decoders that adopt the standard view synthesis pang@p
reference vieww andv + 1, will be encoded as video frames, so
that intermediate views between them can be synthesizad tgd
references via DIBR. The RC tradeoff is how to seladtlitional
virtual views between them for rendering and encoding ateseso
that complexity at client can be optimally reduced. Moreciipe
cally, given network bandwidth can suppdif additional encoded
frames for transmission, how to selédt intermediate virtual views
for encoding so that the complexity of synthesizing the rieing
views is minimized.

For simplicity, we assume complexity of synthesizing a viaw
DIBR is a weighted sum of the number of translated pfkglsis
the number of inpainted pixels due to disocclusion. Moreigedy,
let ¢ (u, w) be the complexity of synthesizing intermediate virtual
viewsu + 1/K,...,w — 1/K betweenu andw, if each is syn-
thesized via DIBR using encoded viewsandw as left and right
reference views, respectively. We write:

w—1/K

Z gy (u, w) + p hy (u, w)
y=u+1l/K

P(u,w) = 1)

wheregy (u, w) andhy(u, w) are the numbers of translated and in-
painted pixels in virtual view respectively, given left and right ref-
erence views, andw are used during synthesis, amés a weighting
parameter. If a computation-intensive inpainting metHid] [s used
for disocclusion hole-filling, thep is assigned a valug> 1.

4A translated pixel means a texture pixel copied from left/andight
texture map(s) to target view, where the copied locatiomdscated by the
depth map(s). See [2] for details of DIBR.

The objective is to find/ additional encoded views,, . .., uars,
between reference viewsandv + 1, so that the overall complexity
is minimized:

M
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(2) can be solved recursively as follows. We first define
Cr(u,m) as the minimum complexity from intermediate view
v+ 1/K till v+ 1—1/K, given viewu is an encoded view
andm remaining intermediate views can be selected for encoding.
C'.(u, m) can be defined recursively as:

min,, ¢ (u, w) + Cr(w, m — 1)
P(u,v+1)

ifm>1
1 (um) = { i
®3)

Using (3), a recursive call t6';, (v, M) will yield the optimal
solution to (2). Further, the complexity of computing (3ndae
reduced viadynamic programming (DP): each timeC' (u, m) or
¥ (u, w) is computed, the solution is stored in enfay m] or [u, w]
of DP tables, so that repeated calls to the same sub-prolkdem c
be looked up instead. This is particularly helpful if (2) dedo be
solved multiple times for different/’s.

4.2. Rate-Complexity Tradeoff for New View Synthesis

We now formulate the RC optimization problem for the new view
synthesis paradigm [4], where the virtual views betweearszfces
v andv+1 are synthesized via DIBR using the two reference images,
but the second referenee+ 1 is first synthesized using texture and
depth maps of the first refereneeonly. The problem we pose is
how to first construct the second reference image 1 given the
first referencey, using a complexity-scalable inpainting algorithm.
First, we assume that all translated pixels in referencs vi¢ 1
are mapped using texture and depth maps at referendee remain-
ing disoccluded pixels in the target regibnneed to be filled with
the help of transmitted Al. Specifically, each bldglwith center on
the target / source region boundai) needs to be completed using
one of three Alip, € {ski p(#), MW, i ntra}. To select Aly, for
block b, we write our objective of overall bit-rate as:

min R(vb, pv—1) 4)

tev}

where R(ps, ¢»—1) is the encoding rate for block if Al ¢, and
pp—1 are used for blockg andb — 1, respectively. There is a depen-
dency on the Al chosen for previous blogk- 1, because: i) MV
can be differentially coded if the consecutive blocks Mseas Al,
and ii) available intra-prediction types depend on whetirerious
block is also coded dsnt r a, as described in Section 3.1.

It is subject to a distortion constraint for each bldck

D(gp) <d, Vb (6)

whereD(py) is the resulting distortion of blodkif mode ¢y, is used,
and an overall complexity constraint for all blodKs:

> Clyy) <C (6)

whereC/(py) is the processing time of blodkif mode ¢, is used.
Instead of solving (4) directly, we solve the equivalent La-
grangian instead:

@)

min R(pp, pp—1) + AC
B S R A0



Table 1. Rate-complexity of three types of Al. MV is short for motigactor.

Al Server Side Client Side Bit Rate Decoder
Complexity
ski p(9) signal the search range perform Criminisi’s search low moderate or high
inside specified range depending od
W motion estimation, encode, send MY  decode MV, block copy moderate low
intra | (intra-prediction), encode, send blogk(intra-prediction), decode bloc high low
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Fig. 3. Tradeoff between the number of encoded virtual views atal to Fig. 4. RC tradeoff of view synthesis with the Al-aided hole-fififior new

number of holes after DIBR for standard synthesis.

where) is a Lagrangian multiplier, selected so that complexity-con
straint (6) is met for the entire frame. (7) can be solved bst fir
constructing a trellis where each coluiinof three states correspond
to the three types of Al that can be chosen for bléckThe edge
cost from statep,—; of columnb — 1 to stateyp;, of columnb is
R(pp, 0p—1) + AC(ipp), except whenD(yp) > d, in which case
the edge cost is infinity. Once the trellis is constructea can find
find the shortest path in the trellis using the known Vitetgoaithm,
which corresponds to the optimal set of Als for all blodks

5. EXPERIMENTATION

We now demonstrate the performance of our proposed RC qatimi
tions for standard and new synthesis paradigms, resphctivae
test sequences used &®ndo andBal | oons®.

synthesis paradigm.

thesis algorithm by smartly selecting Al to assist inpaigtdf the
second reference view. In Fig. 4, trellis-based optimarai{‘trel-

lis”) can achieve noticeable gain over separate optinordtiat se-
lects Al for each block individually (“no trellis”), by explting rate
dependency between two consecutive Als. Note that sincehibr-
est path in trellis is searched at encoder, there is no edielet com-
plexity increase when using “trellis” instead of “no trelli

Fig. 4 also shows the performance of trellis-based optitiina
withoutski p(16)—only ski p(32) andski p(64) are used for Al
ski p—and optimization withoutw (“no mv”). Without MWV, we
can have comparable performance in low-bitrate regionthare is
a larger performance gap in high-bitrate region, which iegpthat
when complexity is more a concefdy is an important Al to effec-
tively reduce complexity. Withowtki p(16), the Al-aided method

For standard synthesis paradigm, we select a subset o&ivirtucannot perform well at low bitrate region, where the comipyeis

views between two reference views for rendering and engodin
server. A naive method to seletf intermediate virtual views is
to pick views that are equally spaceds., insertM encoded views
at locationsv + 1/(M + 1), v + 2/(M + 1), etc. This method
is denoted by “equally-spaced” in Fig. 3. Also shown is ouro*p
posed” scheme. Note thdf is a simple proxy for rate. One can
alternatively consider actual rates of theencoded views in the RC
optimization, at the cost of a more complex optimizatioroaitpm.
This is left for future work.

We see in Fig. 3 that for the same number of encoded view

“proposed” can achieve much lower complexity (measuredim-n
ber of disocclusion holes). The reason can be explainedilas/f
In practice, the non-stationary geometrical informatidrthe 3D
scene means that disoccluded pixels are not evenly distdlacross
views, but rather skewed towards views with cameras thatlaser
to objects in the scene. Our proposed recursive optimizasigo-
bust to this non-stationarity and can smartly select thevwieith
more disoccluded pixels, resulting in a dramatic decreastiént-
side complexity.
In the second experiment for new synthesis paradigm, wéyveri

the performance of our complexity-scalable DIBR-base@\sgn-

Shttp://www.tanimoto.nuee.nagoya-u.ac.jp/ fukushinaeoftv/

S

dramatically increased. This observation means that adefihed
search range is critical to scalably reduce the complexitgva bi-
trate.

6. CONCLUSION

DIBR-based view synthesis at client entails a sizable cdatjmn
overhead, which may be too costly for computation-conségide-
vices. In this paper, we propose two techniques to scalalyae
the complexity of view rendering at client, at the expensa obn-
trolled increase of transmission rate from server. Fordsieshview
synthesis paradigm, we propose a dynamic programmingitigor
to identify subset of virtual views for rendering and encadiat
server, so that the client is only required to decode thedaatoen-
dered images with no view synthesis overhead. For a new waw s
thesis paradigm, we propose to tune the selection of aniira
formation (Al) used to aid inpainting of large disoccludejions,
to optimally trade off transmission rate and inpainting pbewity.
Experimental results show that the proposed schemes chablyca
and gracefully reduce client-side complexity, and the psag op-
timizations achieve better rate-complexity tradeoff titampeting
schemes.
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