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ABSTRACT

Using texture and depth maps of a single reference viewpaépth-
image-based rendering (DIBR) can synthesize a novel viewpo-
age by translating texture pixels of the reference view tortual
view, where synthesized pixel locations are derived froenassoci-
ated depth pixel values. When the virtual viewpoint is ledainuch

resultingmotion parallax effect can enhance the viewer’s depth per-
ception in the 3D scene [9]. Besidesdimensional head movement
(moving one’s head left-right}-dimensional head movement (mov-
ing one’s head front-back) is also natural for a sitting obseto
make, inducing perspective change. Yet, to the best of theesl
knowledge, no DIBR-based view synthesis work in the liter@has

closer to the 3D scene than the reference view (camera motemelomally addressed the problem of synthesizing virtuaiwerre-
in the z-dimension), objects closer to the camera will increase inSPONding to large camera motion in thedimension. We address
size in the virtual view faster than objects further away.afge in-  this problemin our paper.

scene than the reference view, objects closer to the canitia-w

crease in size in the virtual view faster than objects furtiveay. A
large increase in object size means that a patch of pixelplsdm
from an object surface in the reference view will be scatte¢cea
larger spatial area, resulting @xpansion holes. To further compli-
cate matters, in-between these dispersed pixels thereecacelter-
ing of synthesized pixels from a further-away object (largalis-
tance), that should have been occluded by the closer olbj@if-
ficient number of closer object pixels were rendered.

In this paper, we investigate the problem of identificatiowl a
filling of expansion holes in the virtual view. We first progoa

object surface in the reference view will be scattered tagelaspa-
tial area, resulting in expansion holes. In this paper, westigate
the problem of identification and filling of expansion hol@g first
propose a method based on depth histogram to identify ngissin
erroneously translated pixels as expansion holes. We tropoge
two techniques to fill in expansion holes with different cartgiion
complexity: i) linear interpolation, and ii) graph-basedeirpolation
with a sparsity prior. Experimental results show that pragenti-
fication and filling of expansion holes can dramatically eufprm
inpainting procedure employed in VSRS 3.5 (uplt®5dB).

Index Terms— depth-image-based rendering, image interpola

tion, graph-based transform

1. INTRODUCTION

With the advent of depth sensors such as time-of-flight (Tezf)-
eras [1] and Microsoft Kinect, availability of depth map=ijpixel

“‘method based on depth histograms to identify missing onegasly

synthesized pixels as expansion holes. We then proposeethie t
niques to fillin expansion holes with different computatommplex-
ity: i) linear interpolation, and ii) graph-based intergibbn with a
sparsity prior. Experimental results show that proper fifieation
and filling of expansion holes can dramatically outperfonpaint-
ing procedure employed in VSRS 3.5 (up4t@5dB).

distance between captured objects in the 3D scene and &ptUr  The structure of the paper is as follows. We first discusdedla
camera) has become commonplace. Armed with texture (cenveRyork in Section 2. We then overview our interactive DIBR vigyn-
tional RGB or YUV images) and depth maps from the same campesis system in Section 3. We present our methodology tdifgle

era viewpoint—a format known dexture-plus-depth [2], a user can
synthesize a new virtual viewpoint image usitegpth-image-based
rendering (DIBR) techniques [3] such as 3D warping [4]. In a nut-
shell, DIBR is a pixel-to-pixel mapping from reference taotwal
view: each texture pixel in the reference view is mapped tmnéhe-
sized pixel in the virtual view, where the synthesized lmrats de-
rived from the corresponding depth pixel in the refereneswiDue
to disocclusion (pixel locations that were not visible ie tieference
view), missing pixels in the virtual view are subsequentliedi in
using depth-based inpainting algorithms [5, 6]. For re&yi small
camera motion along the- or y-dimension (camera moving left-
right or top-down), this DIBR synthesis plus inpainting eqgch
has been shown to work reasonably well [7], and is the coreait
approach in the 3D view synthesis literature.

In immersive applications such as teleconferencing [8leav&r
in a sitting position observes a real-time synthesized ar@ga 2D
display, whose rendering perspective is adaptively chénigee-
sponse to the up-to-date tracked head position of the vielee

and to fill in expansion holes in the virtual view in Sectionntldb,
respectively. Finally, experimental results and conclnsiare pre-
sented in Section 6 and 7, respectively.

2. RELATED WORK

Itis known that texture-plus-depth format [2]—represéptaof the
3D scene in one or more texture and depth map pairs from elifter
viewpoints—can enable low-complexity rendering of freehpsen
viewpoint images at decoder via DIBR [4]. While the traditéd
approach [3] advocates transmission of two (or more) pditexe
ture and depth maps from neighboring viewpoints for synshes
an intermediate virtual view, recent investigations [10], show that
transmission of a single texture-depth map pair can be naiee r
distortion (RD) optimal,if the resulting larger disocclusion holes
can be smartly handled. We will also assume availability efra
gle texture-depth map pair from the same reference viewgomn



DIBR-based view synthesis in our work. Nonetheless, we tie  a spatial area of an object’s surface in the virtual view, sehoor-
synthesizing an intermediate virtual view using two testdepth  responding area in the reference view is visible but smallsize.
map pairs will not eliminate the expansion hole problem ihesa  Unlike disocclusion holes, expansion holes can leveragaforma-
movement in the:-dimension is significant, though the number andtion of neighboring pixels with similar depth (indicatinigely are of
sizes of expansion holes will in general be smaller. the same object) for interpolation.

Increase in size of a closer object in the virtual view dueige s We first identify pixels in the virtual view as expansion t®le
nificant z-dimensional camera motion can be solved using convenusing a method based on depth histogram. We then propose two
tional image super-resolution (SR) [12] in rectangulaepigrid. For  methods for pixel interpolation: i) linear interpolatiaand ii) graph-
example, texture and depth maps in the reference view camgee-s  based interpolation with a sparsity prior. We discuss timese.
resolved into a finer rectangular grid of sufficiently higlsattion
(one where all possible expansion holes in the virtual vielvlve
covered), then performing DIBR to see which of the supeolues!
pixels actually land on the virtual view pixel grid. Unlikiei$ SR ap-
proach which requires computation of a possibly very langaier
of super-resolved pixels in the reference view (and only allem
subset get mapped to the grid points in the virtual view), apw
proach is aparsimonious one: only grid samples identified as ex-
pansion hole pixels in the virtual view—empty pixels thaquie
filling—are interpolated, leading to a lower complexityate to
the aforementioned SR approach.

Besides linear interpolation (with low complexity), we als
advocate an interpolation method basedgosph-based transform
(GBT), which uses the eigenvectors of a defined graph Lagtaci
matrix to provide a Fourier-like frequency interpretatid3], for
expansion hole filling. Unlike previous fixed transform tdse-
terpolation like DCT [14] defined on rectangular pixel gri@BT
is adaptive to a more general setting where anynknown pixels
can be interpolated using amy known pixels, all connected via a |
weighted graph. Compared to non-local image interpolati@th-
ods [15], the complexity of our GBT interpolation is boundey
the few number of pixels within the neighborhood of an expans
hole used to construct the graph. While GBT has been used fi
compression of depth maps [16, 17], this is the first work i@ th ; . )
literature of using GBT for image patch interpolation. (a) texture block  (b) disparity block  (c) depth histogram

4. EXPANSION HOLE IDENTIFICATION

We perform the following procedure to identify expansioresan
the DIBR-synthesized virtual view image. Dendte y) the co-
ordinate of a pixel in the reference view angr,y) and d(z,y)
the texture and depth values at that coordinate, resphctivéhen
rendering from reference view to virtual view, a renderingnd-
tion F(z,y) = («’,y') maps a pixel(z,y) in reference view to
(z',y) in virtual view. The inverse mapping functiof’ (z, y’) =
(z,y) maps from(z’, y") in virtual view to(z, y) in reference view.
Both F and ' can be easily derived from standard 3D warping
equations [3]. We denote the distance between two pixald j:

H((zi,vi), (75,95)) = |z — 5] + |yi — ys.
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3. INTERACTIVE EREE-VIEWPOINT SYSTEM Fig. 1. .Example of texture and disparity block, and constructed
depth histogram.

We first describe the system model for our interactive fregvpoint

streaming system. The goal is for the server to transmit anmoim We first divide the virtual view into non-overlappimg b blocks.

number of bits to the client, so that the client can intevatyiselect ~ For agiven block, we next decompose itinto depth layers|amifs:

a viewpoint of his/her choosing for DIBR-based image reimgeof 1) construct a histogram of depth values of the synthesizesisin

the 3D scene. Like [10, 11], we assume the server transmitsrée  the block, ii) separate depth pixels into layers by ideintifylocal

and depth maps of On|y one Camera_captured Viewpoint Me‘_ minima in the hiStOgram and Using them as |ayer-dividingrhlbu

enceview in the sequel) to the client to cover a defined neighborhooddries. Fig. 1 shows an example texture and dispatityck, and

of virtual views. If the client moves outside the currentgigior- ~ corresponding depth histogram. We next process each lapeder

hood to a new one, a new pair of texture and depth maps (differe Of increasing depth values (closest layer to the camera first

tially coded from the previously transmitted pair) will basmitted When processing a layér all synthesized pixels of high layers

to cover the new neighborhood of virtual views. In this papee [ + 1, ... are treated as empty pixels; this affords us an opportunity

focus only on synthesis of virtual view images in the neighbod o erase a synthesized background pixel from an expansienofio

with significantz-dimensional camera movements. the foreground object. We examine each empty pixel in thekoks
follows. As shown in Fig. 2, we divide the neighborhood of empgy
pixel (markedX in Fig. 2) into four quadrants. In each quadrant, we

3.1. Hole Filling in DIBR Synthesized Image find the synthesized pixel at (z, y.) that is closest to the empty

pixel in distanceH (). It is possible that there are no synthesized

pixels in a particular quadrant. After we acquired a maxinmsenh

of four nearest pixels in the four quadrants, we check if gashof

nearest pixels in neighboring quadrantgnd j, are nearby pixels

in the reference view. Specifically, using inverse mappumcfion

In 3D warping, we often observaoles in the virtual view; i.e., a
pixel in the virtual view that has no corresponding pixel e tref-
erence view. There are two main kinds of holes. The first kand i
disocclusion holes: the corresponding pixel in the reference view is
occluded by a pixel of another object closer to the camerao®i
clusion holes can be filled using depth-based image inpajréch- There is a one-to-one correspondence between depth andritjisp

niques [5, 6], and are outside the scope of this paper. Thendec where disparity is inversely proportional to depth. Thuspdrity map can
kind is expansion holes. We define an expansion hole as follows: be equivalently processed instead of depth map.
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Fig. 2. Expansion Holes on a Depth Layer

F', we check ifH (F'(z},y;), F'(z},yj)) < n, wheren is a pre-
set distance threshold. If we find two or more neighboringspai
among an empty pixel's nearest pixel set, we declare thaethipty
pixel belongs to an expansion hole. The parameteletermines
the sensitivity of this method. We set= 2 in our experiments to
balance the false positives and false negatives.

The intuition behind this method is that if the set of clogaxt
els in the virtual view are nearby pixels in the referencewiten
the empty pixel in the virtual view is very likely to be insitiee con-
vex set spanned by the closest pixels in the reference viefter A
identifying expansion hole empty pixels, we interpolatenthusing
one of two methods described next.

5. EXPANSION HOLE PIXEL INTERPOLATION

Having identified expansion hole empty pixels, we now disdwsv
we interpolate them using two methods: linear interpofatmd
graph-based interpolation with sparsity prior.

5.1. Linear Interpolation

For linear interpolation, for each identified empty pixelan ex-
pansion hole, we search for the three nearest synthesizets pi
j,» k and construct a linear plane that connects their texture
ues,t(xq,yi), t(x;,v;5), t(xk, yr) given their coordinateézr;, y;),

(zj,95), (zk,yx). The empty pixel is interpolated using the con-

structed plane and its own pixel coordinate. The advantéglei®
method is that it is simple and has low computation comp}exit

5.2. Graph-based Interpolation with Sparsity Constraint

We next describe a more complex method using GBT for interpol
tion. We first discuss how GBT basis functions are derivedtiwa
discuss how the optimization is formulated and performedmgthe
derived GBT basis functions.

5.2.1. Constructing a Graph-based Transform

We first overview the procedure to construct a GBT [16], which
a signal-adaptive block transform. We begin by defining plg&
connecting pixels in the block (nodes in the graph), wheredge
connecting pixek andj has edge weight; ;. Next, we define the
degree matribD and adjacency matriA from the constructed graph
G. Adjacency matrixA has entryA; ; containing edge weight; ;

if edge connecting andj exists, and) otherwise. Degree matrix
D is a diagonal matrix with non-zero entriés; ; = Zj €ij. A
graph Laplacian L = D — A can then be defined. Finally, we

val

perform eigen-decomposition dn i.e., find eigen-vectors;’s such
thatL¢; = p;¢i, wherep; is thei-th graph frequency. The basis
vectors of the GBT aré;’s. If we now project a signal in the graph
G onto the eigen-vectorg;’s of the LaplacianL, it becomes the
spectral decomposition of the signal; i.e., it provides r@dtiency
domain” interpretation of signal given graph suppog.

The performance of GBT-based interpolation depends tae lar
extent on how the grapfi is constructed. We propose to constrdct
for empty pixels and synthesized pixels in a depth ldyas follows.
First, we draw an edge from each pixel to ksnearest pixels in
terms of coordinate distandé (). Next, we assign an edge weight
e;,; between pixels andj, if ¢ andj are connected, as follows:

1. If ¢ andj are both synthesized pixels, they); is assigned a
weight inverse proportional to their texture value diffece.

2. If one ofi andj is an empty pixel, them; ; is assigned a
weight inverse proportional to their coordinate distafitg.

5.2.2. Linear Program Formulation

Without loss of generality, let théV synthesized pixels in a patch
besi,...,sn, and the interpolated lengthf signal, M > N, be

§ = [51,...,8m] = Pw, where columns of\/ x M matrix P,
¢;'s, are theM GBT basic vectors as derived earlier, ands the
coefficient vector for signal interpolation. Let;’s be a set ofN
length-M unit vectors |0, ...,0,1,0,...,0], where the single non-
zero entry is at position. Our objective is to minimize a weighted
sum of: i) thel;-norm of the difference between interpolated signal
§ and original signak at the NV synthesized pixel locations, and ii)
weightediy-norm of the coefficient vectow (low frequenciesw;
has weight\; and high frequencies/;, has weight\,):

N

min 1> ufow — sills + Mllwillo + Anlwallo
=1

)

As typically done in the literature for sparse signal recpvere
can swap thé,-norm above with &;-norm:

N
min 1Y " uf @w — sills + Mllwills + Anflwn s

=1

)

(2) can now be easily rewritten as a linear programming (LP)
formulation [18], and can thus be solved using any one of afet
known LP algorithms [19].

6. EXPERIMENTATION

6.1. Experimental Setup

We usedart andl aundry in Middlebury’s 2005 datasétss our
multiview image test sequences. Fart, we used the fifth view
of the sequence as the ground truth for virtual view which was
resized to1104 x 1384 so that the pixel rows and columns were
multiples of 8. Then, we used DIBR to generate the referermme v
v, for our experiment, where,. is further away from the camera
thanvo. Since pixels are moving towards each other during this
view-switch, there would be no expansion holes. We usedalatd
inpainting algorithm to fill the disocclusion holes to cormig v,
Similar procedure was performed foaundry.

Using texture and depth maps«f, we used DIBR again to gen-
erate virtual viewvy. We used one of the following three methods

2http://vision.middlebury.edu/stereo/data/scenes2006



Table 1. PSNR Comparison of VSRS Inpainting, Linear Interpola-
tion and GBT Interpolation for the identified expansion hateas.

method VSRS+ | Li near GBT
art PSNR(dB) 190.11 22.87 23.36
| aundry PSNR(dB)| 19.17 21.94 22.53

for filling of expansion holes. In the first method we CeBRS+,
we modified VSRS software version 3.5 as follows. Becausere/e a
generating the virtual view from a single pair of texture ategth
maps from the reference view, we skipped the step of blenaling
virtual view images synthesized from two different referewviews
after DIBR, and proceeded directly to the inpainting parV&RS,
which called an OPENCYV inpainting algorithm. We note that th
VSRS software is not designed for synthesis of virtual vievages
with significantz-dimensional camera movements. Nonetheless, w
used VSRS as one benchmark comparison because: i) it is aavell
cepted and commonly used view synthesis software, and theo
best of the authors’ knowledge, there are no other well dedep
DIBR-based view synthesis strategies for virtual view wgtgnif-
icantz-dimensional camera movement.

| i near andGBT are the linear and graph-based interpolation
methods as described in Section 5.

6.2. Experimental Results

After generating the virtual view images using the threehods, we
calculated the PSNR of the virtual view images interpolaisihg
the aforementioned three interpolation methods agairsgtbund

truth v. Since we proposed identification and interpolation of the

expansion hole area, we will only calculated the PSNR of de@-i
tified expansion hole areas. The PSNR comparison is showa-in T
ble 1. For theart sequence, we see that bdthnear and GBT
outperformed/SRS+ significantly: by3.76dB and4.25dB, respec-
tively. This demonstrates that the correct identificatiérexpan-
sion holes and subsequent interpolation are important BRDmM-
age synthesis of virtual view with significaatdimensional cam-
era movement. Further, we see tl@RT outperformedl i near

before filling of expansion holes, and after filling of expansholes
using VSRS+ and GBT, respectively, for thé aundry sequence.
The resolution of the patch B0 x 320. First, we see visually in
Fig. 3(a) that the presence of expansion holes is everywdreaas
a significant problem. Note also that the nature of expansaes
is very different from disocclusion holes (e.g., right ottheter-
gent bottle), which are larger contiguous regions. Secwo®see
in Fig. 3(b) that applying inpainting algorithm naively tdl f all
missing pixels indiscriminately do not lead to acceptahieligy for
expansion hole areas. Finally, we see in Fig. 3(b) that usBig,
expansion holes can be filled in a visually pleasing manner.

T

i

(a) expansion holes

(b) VSRS+

(c) GBT

Fig. 4. Expansion holes and visual comparison betwé8RS+ and
GBT for sequencear t .

Similarly, we show example image patch with expansion holes
before and after filling in Fig. 4 for thart sequence. The resolu-
tion of this patch ist5 x 150. We again see thdBT can signifi-
cantly improve visual quality of the DIBR-synthesized ireagVhat
is interesting in this image set is that usiGBT, we were able to
erase erroneously synthesized background pixels in tlegfound
expansion hole areas before performing interpolatiomifegto bet-

by 0.49dB, showing that using graph-based interpolation, we carje” Performance.

achieve better image quality than simple linear interpofat

For thel aundry sequence, we observe similar trend. In this
case, we see that near andGBT outperformed/SRS+ by 2.77dB
and3.36dB, respectively.

(a) expansion holes

(b) VSRS+

(c) GBT

Fig. 3. Expansion holes and visual comparison betwé¢8RS+ and
GBT for sequencé aundry.

Next, we examine the generated image quality visually.
Fig. 3, we show an example patch of the DIBR-synthesized émag

7. CONCLUSION

When the viewer’s chosen virtual viewpoint for image remigria
DIBR involves significant camera motion in thedimension rel-
ative to the reference viewpoint (camera moving closer &3b
scene), objects closer to the camera will increase in ssterféhan
objects further away. Because insufficient number of pigehgles
are available in the reference image, expansion holes pgiéar in
the DIBR-rendered image in the virtual view. Unlike disatgibn
holes that are filled using inpainting methods (extrapotgtiexpan-
sion holes can be filled by interpolating from neighboringtbe-
sized pixels of the same object surface. In this paper, wpgs®
a procedure to correctly identify them in the virtual viewgam-
age, then fill them using one of two methods: i) linear intéapon,
and ii) graph-based interpolation with a sparsity prior.p&imen-
tal results show that up t©25dB gain can observed over inpainting
method employed in VSRS 3.5.
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