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1. Introduction  

In this document, I summarize and synthesize extant research that is relevant to the planned topic 

of my Ph.D. dissertation: the design and evaluation of digital interactive objects that are used as a 

support for articulation drills, a common mode of speech therapy for children and adults. My 

dissertation will focus on the support of speech therapy for children, which is presently deployed 

via ―playful interaction‖, albeit typically using ―low-tech‖ toys and props. That the introduction 

of a digital plaything will be of clinical value is a key conjecture of the planned dissertation 

work. In my proposed system, I plan to combine tangible user interfaces (TUIs) and automatic 

speech recognition (ASR) to create the plaything that will be used in the context of a game that 

supports speech intervention.   

This review aims to answer the following questions:  

 What are the design characteristics of computational media that have already been 

developed for speech and language intervention?  

o To what extent has game design been used? 

o To what extent has automatic speech recognition (ASR) been used?  

o To what extent have tangible user interfaces (TUIs) been utilized? 

o To what extent have these three techniques been combined? 

 What is the evidence, if any, that supports the combination of TUIs and ASR for this 

application domain?   

 What kind of evaluation methodologies have been previously used to assess computer-

based approaches to speech intervention? 
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In section 2, I first characterize and identify the speech disorders and user population that benefit 

from repetitive articulation drills (section 2.1 and section 2.2). This is followed by a brief 

discussion of current non-digital clinical methods for speech intervention (section 2.3). Next, I 

will categorize computer speech language systems and situate the proposed system with respect 

to other extant applications (section 2.4).  

Section 3 presents a brief outline of the proposed system. The system provides a novel approach 

to speech intervention by combining automatic speech recognition and tangible interface. This 

approach has not been taken before and is a planned key contribution of the dissertation. 

Section 4 focuses on the prior use of ASR in domains for non-standard speech: for clinical 

speech intervention (4.1), for second language training (section 4.2), for speech rehabilitation 

(section 4.3), and for assistive technology, enabling the use of speech as an alternative input 

technique (section 4.4).  

Section 5 focuses on prior research on serious games in the domains of learning (5.1), non-

speech rehabilitation (5.2) and non-speech clinical intervention (5.3). In section 5.4, two game 

characteristics that contribute to the engagement of games, uncertainty and dynamic difficulty 

adjustment are discussed. The section ends with a brief discussion of gender and game design 

(section 5.5). 

In section 6, the relevance of tangible user interfaces (TUIs) and their role in engaging 

movement and spatial object manipulation is described. First, TUIs are introduced and their 

various aspects and characteristics are discussed (section 6.1 and section 6.2). TUIs will be used 

in the form of digital toys that elicit movement in the proposed system. Evidence from cognitive 

science and from developmental theory is provided that shows movement and speech are deeply 
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linked. Furthermore, it is shown how object manipulation and physical movement provide a 

deeper sense of presence and serve to facilitate learning. The section ends with a brief discussion 

of design approaches relevant to TUIs (section 6.3)  

Section 7 focuses on the important question of assessment (i.e., what should be measured and 

how) as it pertains to the proposed system. While this question is considered throughout the 

review and relevant assessment methodology are examined and presented in various sections of 

the report, in section 7 specific approaches towards assessing the proposed system are discussed. 

In human-computer interaction research, experimental design with dependant and independent 

variables is often viewed as the most effective approach for evaluating systems. Given the 

logistics of evaluating an intervention system for people with disabilities, there are alternative, 

more appropriate methods that can be used. Using studies on an existing computer language 

intervention system, the pros and cons of these assessment methods are discussed.  

Section 8 provides a brief description of the tangible toy in the light of the reviewed research. 

Design decisions informed by research findings will be presented that address issues encountered 

in previous work.  
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2. Clinical Speech Intervention 

2.1. Disorder vs. Disability 

First, I carefully distinguish between disorder and disability, in order to delineate what is within 

the scope of a clinical intervention (disorder) from what is part of the fabric of an individual‘s 

subjective experience (disability). Conventional theory of disability holds that the subjective 

experience of disability arises from an impairment in functioning that may arise from an inability 

(the individual‘s or society‘s) to circumvent physiological disorder (Goggin & Newell, 2003). 

Disability affects a large and varied population. Worldwide, at least one person out of ten 

experiences disability due to physical, mental, or sensory impairments (i.e., more than five-

hundred million people), while at least one out of four is adversely affected by disability (United 

Nations, 2004). In recent years, there has been a major shift in understanding disability and its 

social and personal implications (Rosenbaum & Stewart, 2004). This shift is most apparent in the 

work of the World Health Organization (WHO) that has challenged the traditional medical 

model of disability that emphasizes the negative consequences of disease as defining factors in 

disability. As an alternative, WHO has provided a broader social model of disability (World 

Health Organization, 2001). In this model, disability is not viewed as a condition attributed to an 

individual due to disease or impairment. Rather, it is viewed as a social construct representing 

the dynamic interaction of the individual and society (Rosenbaum & Stewart, 2004). The social 

model of disability recognizes contextual factors, such as the availability and quality of 

intervention programs, as important factors in understanding and addressing disability (World 

Health Organization, 2001). Assistive technology holds great potential for helping this 

population with tools to improve quality of social and personal life. It also has potential to 
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improve clinical interventions. In this work, I focus on the review of prior research that is 

relevant to the design of systems to supplement clinical speech intervention targeting speech 

errors. 

Speech is an important social tool, the use of which greatly impacts many aspects of social life 

such as communication, development, education, social and psychological well-being and 

employment, among many others. In Canada, according to the 2001 Participation and Activity 

Limitation Survey (PALS), 155,000 children aged five to fourteen (or about 4% of all children in 

that age group) have some form of disability (Statistics Canada, 2003). Of this population, 38% 

(approximately 58,500 children) reported receiving special education services, half of which 

services for speech or language difficulties (Statistics Canada, 2008). In the United States, also, 

roughly 5% of all children are affected by various speech disorders by first grade (NIDCD 

Health Information, 2010). According to the United States Department of Education, speech, 

language, and hearing impairments account for 24% of all Special Education students in the 

United States. This amounts to almost a million and a half individuals (U.S. Department of 

Education, 2005). Thus, there is a large population of children who would benefit from 

technological systems that make clinical speech intervention more effective.    

2.2. Speech Language Disorders 

Speech language disorders is a broad umbrella term that encompasses both lower-level speech 

sound disorders, which affect sound production and articulation, and higher-level language 

disorders, which involve linguistic processing and thus speech. These disorders can be 

congenital (existing before or at birth), or acquired (existing due to an external factor such as a 

disease or accident). Developmental disorders are disorders that appear during childhood and 
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slow or impede the natural development of a child. Language disorders consist of expressive and 

receptive disorders, affecting active language creation and expression and passive language 

reception and comprehension, respectively. In addition to verbal language, these disorders also 

affect reading and writing. Speech sound disorders (also known as phonological disorders) are 

lower-level disorders that generally occur in children and may be due to physiological, 

neurological or developmental disorders. These disorders have historically affected the largest 

subgroup of children with speech or language disorders (Weiner, 1981). Speech errors caused by 

speech sound disorders are of four types: they either involve the omission of a sound, the 

addition of extra sounds, the distortion of a sound, or the substitution of one sound with another 

(Bauman-Waengler, 2004). These disorders are further categorized into articulation and 

phonemic disorders based on the underlying cause of the speech errors. Articulation or phonetic 

disorders are caused by difficulty in the physical production of sound. There are various causes 

for this disorder, ranging from inadequate learning of motor sequences to impaired motor 

planning (e.g., apraxia of speech), or disorders involving muscle innervation (e.g., dysarthria). 

Phonemic or phonological disorders are caused by difficulty with the sound system of the 

language and may include difficulty distinguishing between similar yet different sounds 

(Bauman-Waengler, 2004). 

2.3. Clinical Intervention and Speech Sound Disorders 

Various comprehensive programs of intervention have been developed and are already in use 

that do not make use of computational supports (software and/or devices); these programs, such 

as the Lindamood Phoneme Sequencing Program (LiPS) (Lindamood & Lindamood, 1998), 

provide a comprehensive umbrella for reading, writing and speech intervention.  



 

 

 

14 

 There are a number of computer-based speech language intervention systems available 

commercially. However, none target speech sound disorders specifically. Examples of these 

systems include the Earobics software (Cognitive Concepts, 2000), a reading intervention suite, 

the Laureate Learning software (Semel, 2000; Wilson & Fox, 1997), a language intervention 

program mainly targeting listening comprehension and vocabulary development and Fast 

ForWord (Tallal et al., 1996), a listening comprehension intervention system (Of these Fast 

ForWord will be further discussed in section 7.2).  The design of many speech and language 

intervention systems (both computational and non-computational) is based on the idea of 

sustained exercise supported by feedback. Motor learning theory in speech development 

postulates that the two elements of repeated practice and accurate feedback are necessary to 

establish automaticity and skill transfer in untrained situations (Wiepert & Mercer, 2002). 

Interventions that target speech sound disorders in particular are typically not computer-based. 

They are speech language pathologist (SLP) directed and involve the elicitation and repetition, 

often through play, of spoken utterances chosen to include the problematic sounds (Secord, 

1981). Elicitation and repetition is used to engage the child in the purposeful physical production 

of the problematic speech sounds, in effect, allowing them to practice and to improve their 

ability to produce them correctly. In the case of phonemic disorders, this method involves the use 

of minimal pairs, words that differ in only one or two sounds, and provides the child with 

practice discerning and producing problematic sounds.  Repetitive articulation drills are the basis 

of many clinical interventions for speech sound disorders. 
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The use of games and exercises during intervention sessions is prevalent. These games and 

exercises are mostly based on the use of ―low-tech‖ props, such as dolls and pictures. These toys 

are used by the SLP to motivate and to elicit speech from the client. Following the production of 

speech by the client, the SLP provides constructive feedback and instructions addressing the 

problems causing the specific errors present. To be effective, these sessions are designed to be 

followed by hours of practice and exercise, in the form of homework activities, at home or 

school. The amount of practice and exercise varies according to the client, but can amount to 

additional hours outside of the time spent in direct contact with the SLP.  

During direct contact with the SLP, various techniques are used to provide corrective feedback. 

These include using slower rate (Weismer, 1997), emphatic stress on target forms (Weismer, 

1997), growth-relevant recasts, defined as the correct repetition of a mispronounced utterance 

without any further explanation (Camarata et al., 1994; Nelson et al., 1996), focused stimulation 

(Cleave & Fey, 1997; Fey et al., 1993), incidental teaching (Kaiser et al., 1992), scaffolding 

(Schneider & Watkins, 1996), and mediation (Miller et al., 2001). In some methods, modified 

speech is used, for instance, in the Fast ForWord method, specific sound transitions are slowed 

down (discussed in detail in section 7.2).  

In these face-to-face clinical sessions, the use of recasts without detailed feedback is sometimes 

enough to correct pronunciation in the short term (Lyster, 1998). This method, referred to as 

imitation or auditory stimulation, involves the repetition of a target sound by the client after the 

SLP has presented a number of examples; Auditory stimulation, is widely used and has been 

suggested by a number of clinicians as the first method that should be used for speech elicitation 

(Bernthal & Bankson, 2004; Bauman-Waengler, 2004; Secord, 2007). Other clinicians 
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hypothesized that detailed feedback is not necessary for proficient learners and a redirection to 

the correct alternative, when a mistake is made, is often enough for correction because of the 

user‘s familiarity with the correct sounds in the linguistic inventory (Nicholas et al., 2001). 

Two approaches toward speech training can be distinguished (Vicsi et al., 2000). In the process-

oriented approach, used by SLPs, children attempt to correct their speech on the basis of 

instructions on how to use speech organs while forming sounds (Povel, 1991). In the product-

oriented approach, used in natural language acquisition, children learn how to control their 

speech organs through references to acoustic speech signals (Daniloff et al., 1980). 

Several assessment tools have been used clinically in the past for the assessment of speech 

articulation and receptive and expressive language. These include the Comprehensive 

Assessment of Spoken Language (CASL) (Carrow-Woolfolk, 1985), the Test of Language 

Development-Primary (TOLD-P) (Newcomer & Hammill, 1982), the Token Test for Children 

(DiSimoni, 1978), and the Goldman-Fristoe Test of Articulation (GFTA) (Goldman & Fristoe, 

1986). These tools have also been used to compare the effects of an intervention using pre- and 

post-intervention assessments (Loeb et al., 2001; Gillam et al., 2008).  

The prevalent clinical methods for intervention are behavior-based, meaning they involve 

intensive speech therapy, typically administered by a SLP in one-on-one sessions. These sessions 

involve repetition of problematic words and sounds, with corrections by the SLP through the 

techniques described earlier (e.g., recasts). Behavior-based approaches are generally effective for 

the alleviation or even elimination of speech disorders (Johnson & Jacobson, 1998).  
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Although behavior-based approaches are effective for many clients, they are resource intensive. 

They require frequent one-on-one sessions with a professional clinician. As well, behavior-based 

approaches also often require compliance with a regime of homework exercises and practice 

without direct supervision of the SLP. This has created the need for supports and frameworks to 

help clients (and their caregivers and supports), since the regime may require sustained efforts 

and persistence.  

Computer-based systems such as Earobics (Cognitive Concepts, 2000), Laureate Learning 

Software (Semel, 2000; Wilson & Fox, 1997), and FastForward (Tallal et al., 1996), allow the 

SLP to design exercises to be completed in his or her absence. Using appealing visual and audio 

features as well as basic gaming elements such as rewards and scorekeeping, the exercises 

motivate children to interact with the computer and use their speech. The systems also create 

activity logs and reports automatically, which allow the SLP to assess system use by the client. 

These systems generally do not take advantage of ASR technology (systems that do use ASR are 

covered in section 4) and their interfaces are limited to the traditional desktop configuration and 

do not use TUIs. Finally, game characteristics of uncertainty and dynamic difficulty adjustment 

are not employed. 

2.4. A Categorization of Computer Speech Language Systems 

The computational intervention systems described above (e.g., Earobics) are primarily designed 

for use by children in order to correct or improve speech errors due to congenital or acquired 

speech impairments. In section 4 below, a number of other computational systems will be 

discussed. Some of these are designed to support speech and language intervention, but not all. 
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Collectively, I will refer to these as computer speech language systems. I categorize the systems 

as follows:  

 Therapeutic systems  

o Intervention systems: used mostly for children to correct or improve speech 

errors due to congenital or acquired speech impairments. Systems that, if 

adopted into clinical use would have been described in section 2.3. 

o Rehabilitative systems: used mostly for adults with acquired rather than 

congenital speech impairments (e.g. due to disease or accident for example a 

stroke)  

 Training systems: used by both adults and children to learn or to improve skills in a 

new language or dialect or to reduce accent  

Rehabilitation systems and intervention systems typically serve different clients and are used in 

different contexts. Rehabilitation can be geared towards a variety of client populations, but most 

typically computational rehabilitation systems are geared to older adults. Intervention systems 

are generally geared towards children. It is conventionally believed that children are more 

receptive to intervention than adults; it is known that the earlier an intervention is applied the 

higher the chances of success are. Research in developmental psychology has shown that the rate 

of human learning and development is most rapid during the early childhood years (Caplan & 

Caplan, 1993). Rehabilitation, defined as ―a dynamic process of planned adaptive change in 

lifestyle in response to unplanned change imposed on the individual by disease or traumatic 
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incident‖ (Gunasekera & Bendall, 2005), typically involves older adults who have lost some 

ability due to accident or disease.  

Previous research has identified needs and characteristics, such as decreased sensory acuity and 

slower responses specific to the users of rehabilitative systems that make them different from 

children with disabilities that are typically the user group of intervention systems (Flores et al., 

2008).  

The contexts of use differ as well. Intervention systems are usually used in specialized 

classrooms, private therapy sessions, and speech clinics, whereas rehabilitative systems are 

usually used in hospitals and rehabilitation centers. 

Computational training systems typically target either adults or children and are intended to 

support learning or the improvement of skills in a new language or dialect or to reduce accent. 

These computational systems differ from computational intervention systems in key ways: they 

target users without impairments and are used either in a regular classroom setting or at home. It 

is usually assumed that the target users do not have speech impairments, already know a mother 

language well, and are using the program to learn or develop proficiency with another unfamiliar 

language. The emphasis is on carrying over knowledge from one language to another. 

Furthermore, the target population is usually adult. This means when ASR is incorporated in the 

application, the feedback is given mostly in the form of scores or diagrams which are 

abstractions that are usually understandable to an adult. These forms of feedback are not suitable 

for children. As will be discussed in detail in section 4, complex forms of feedback can be 

disorienting and confusing for children.  
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3. The Use of Digital Media for Speech Intervention  

Given the current state of computer speech language systems used in a clinical setting, as 

discussed in section 2, several opportunities are identified: 

 Incorporating ASR as part of the intervention system  

 Using interactive toys as the primary interface to the system 

 Using game design techniques to motivate higher amounts of interaction  

I plan to implement a digital media approach to the support of speech therapy. A digital 

interactive toy will be designed to engage both speech and movement through spatial object 

manipulation; it is intended both to support sessions with an SLP as well as to support the 

homework phase of speech therapy. Previous research has identified these goals as important for 

success in speech therapy (Bunnell et al., 2000).To this end, automatic speech recognition (ASR) 

is employed to engage speech and tangible user interface (TUIs) are employed to engage 

movement; these two technologies are combined in the context of an engaging therapeutic game.  

In my planned approach, the system‘s responsive interaction can be viewed as an extension of 

the SLP‘s role via virtual asynchronous presence. While SLPs, through their nuanced feedback 

can support the process-oriented aspect of the intervention, the proposed system would support a 

product-oriented process in support of the SLPs work, by engaging the children in speech. The 

system is going to support the continuation of speech exercises in the absence of the SLP.  

By interaction with speech, the proposed system aims to achieve two results: firstly, to motivate 

the child to repeat words and phrases to practice speech; secondly, to record the child‘s speech 
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during practice for later analysis by the SLP. The aim of the ASR module in the proposed 

systems is to engage speech not to provide detailed feedback. 

The therapeutic system is envisioned as consisting of both hardware and software modules: 

 A customizable digital plaything used for therapeutic game play at home or school 

(D-Toy) 

 A data collection module (DCM) that gathers information during game play for later 

analysis 

 A suite of software tools for use by the SLP that allows for interaction with the two 

previously described parts of the system (SLP-UI)  

The system is envisioned to be used in the following manner: The SLP customizes the game for 

each client and specifies settings such as what words or phrases are to be practiced, how closely 

should the pronounced words resemble a target pronunciation, how much exercise in terms of 

hours spent with the system are required until the next session and so on. Once these parameters 

are set a ―play period‖ is started during one-on-one therapy sessions with the SLP. The client 

will then have time to use the game at home or in other settings when the SLP is not present. The 

―play period‖ ends when the SLP reviews the client‘s interaction with the system by accessing 

the data gathered by DCM and viewing summary reports provided by the system in the form of 

user-friendly statistics and charts. The evaluation of the system will entail evaluation of the 

usability of D-Toy, the functionality of the DCM and the usability of SLP-UI. 

The system is intended to target intervention that addresses speech sound disorders. However, 

the use of elicitation and repetition of certain words and phrases is also useful for therapeutic 
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methods that address other disorders, such as expressive language disorders. Thus, the system 

ultimately may be potentially useful in other therapeutic contexts (e.g., rehabilitation or second 

language learning).   

Many aspects of the design of D-Toy are informed by the literature review that follows. These 

aspects will be described in section 8, after the previous research review is presented. 
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4. The Use of Automatic Speech Recognition (ASR)  

Automatic speech recognition (ASR) refers to a series of techniques combining signal 

processing, statistical modeling, and machine learning to analyze and to interpret human speech 

typically by deciphering input acoustic signals into phones or other linguistic elements such as 

syllables, words or phrases (Cohen et al., 2004). ASR often makes use of Hidden Markov Models 

(HMMs) which are probabilistic predictive models that can be defined at different linguistic 

levels, ranging from phonemic to phrasal. 

ASR is used in many applications in the disability community, such as for speech-to-text 

communication technologies and for command interpretation systems for hands-free computer 

use. Numerous automatic speech-recognition software modules have been developed in the last 

decade both for commercial and research purposes. Some of the more well-known systems 

include Dragon Naturally Speaking (Dragon Systems, 1999), CMU Sphinx (Walker et al., 2004), 

IBM‘s ViaVoice (IBM, 1998) and Microsoft Speech (Microsoft Corporation, 2009).  

Traditionally, the goal of ASR has been to identify words, even in the face of deviation from the 

training pronunciation. Extant ASR modules aim to recognize, rather than evaluate or analyze, 

input speech. In traditional ASR, the input speech is not known and the goal is to recognize it.  

When ASR has been deployed in computer speech language systems for users who do not have 

standard speech, it has been in support of the tasks to assess input speech in the context of 

remediation. The input speech is already ―known‖ in the sense that the user has been provided 

with a target utterance. Researchers who use ASR in therapeutic or training systems that involve 

non-standard speech input should be aware of these discrepancies between the traditional ASR 
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and ASR in intervention-based systems. For the latter, the goal in using ASR techniques is to 

assess how closely the input resembles an expected result, as opposed to recognizing unknown 

speech. 

The potential utility of ASR for enhancing education and therapy for people with disabilities is 

recognized in previous research (Zhao, 2007). However relatively little research has been 

conducted in this area (Okolo & Bouck, 2007). This is mainly due to challenges non-standard 

speech poses for ASR, which will be described below.  

ASR modules are generally developed for speakers with clear speech. These modules use 

databases of phones or diphones that are derived from human speech samples. When the input 

speech differs from the modeled speech, due to reasons such as when the input speech is 

produced by a speaker with an accent or a speech impairment, the performance of the ASR 

module degrades. The performance further degrades when speech is affected by environmental 

noise, distortion and sound quality change (Huang et al., 2001).  

An error, for the purposes of this review, can be understood as either a recognition error, where 

input is ―correct‖ but the system fails to recognize it, or a speech error, where input speech 

significantly deviates from a standard model. Recognition errors can be further categorized into 

false positives and false negatives. A recognition result is the output of the ASR in the form of a 

lexicographical interpretation for some particular input acoustic signal. If the lexicographic 

candidate matches the input speech, then the ASR module has produced a true positive. If the 

ASR module produces a lexicographic candidate that does not match the input speech, then this 

is a false positive (an erroneous recognition result when it does not exist). If the ASR module 

fails to produce a lexicographic candidate for a speech signal that correspond to a correct 
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utterance of the candidate, then a false negative (i.e., erroneously not recognizing a result that 

does exist) recognition error is produced. Despite rapid improvements in ASR technology, some 

researchers believe that because sound and specifically speech is a noisy input channel, errors are 

an inevitable part of ASR technologies (Danis & Karat, 1995). In the presence of non-standard 

speech, the ASR module produces low confidence scores for predicted candidates, reflecting the 

high possibility of recognition errors. 

When using ASR for speech intervention, additional challenges are present. In addition to 

recognition correctness, the ASR module needs additionally to distinguish among degrees of 

correctness for a given lexicographic target. If the ASR module is unable to produce a 

lexicographic candidate, then the system must decide whether this error is an instance of speech 

error due to poor speech or a recognition error due to poor system performance. In this situation, 

the system may exploit additional information in the form of information about the expected 

input.  

The remainder of this section is ordered as follows: In section 4.1, speech intervention systems 

that are designed for children are reviewed. In section 4.2, results from second language training 

systems are presented. In section 4.3, ASR-based speech rehabilitative systems are reviewed 

(there are many systems aimed for speech rehabilitation, but the focus here is on the ones that 

use ASR). In section 4.4, the use of ASR for interpreting speech input for assistive technology 

applications is examined. In section 4.5, the use of ASR for making speech an alternative input 

mode is discussed and two main techniques, input restriction and acoustic training, that are 

employed for ASR with non-standard speech are discussed. These sections will identify and 
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address pitfalls and challenges of ASR techniques in this domain, as well as the gains that have 

been made.  

4.1. ASR and Speech Language Intervention  

In this section, ASR-based speech language intervention systems are reviewed. Other types of 

computational intervention systems will be reviewed in section 5.3.  

A number of computer intervention systems that use ASR have been designed to engage children 

in repetitive articulation drills, usually in the context of games, in the absence of SLPs. These 

systems also assist in record keeping and reporting. In this section, these systems will be 

reviewed and important questions pertaining to the role of ASR in their design will be addressed. 

These questions are: to what degree do errors recognized by ASR correspond to errors detected 

by human listeners? In the face of the discrepancy discussed in the previous section, can ASR 

provide automatic constructive feedback based on the quality of the input speech? And can ASR 

be used effectively with children‘s speech?  

Previous research has shown that, in principle, it is possible to distinguish between ―good‖ and 

―poor‖ pronunciations of a target word spoken by a child. For instance, Series (1993) conducted 

―off-line‖ experiments in which comparisons were made between the probability of a speech 

pattern that was conditioned on standard speech Hidden Markov Models (HMMs) and a pattern 

that was conditioned on word-level HMMs. Russell et al. (1996) developed a system for 

assessing the quality of children‘s pronunciation, based on making a comparison of the child‘s 

input utterance of a known word with two different models of the word: a word-based model 

formed from a continuous HMM of the word and a general speech model created by pooling 
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phone HMMs. They developed the following heuristic: if the word-specific model was found to 

provide a better fit to the utterance than the general speech model, then it was assumed that the 

utterance was a good example of the intended word; otherwise, it was assumed to be a poor 

model of the word. The system demonstrated an equal error rate (ERR) of 30% in distinguishing 

between correct and minimally contrasting incorrect words. 

Bunnell et al. (2000) describe a computer system for children, the Speech Training, Assessment, 

and Remediation (STAR) system that was designed to distinguish between the segments /r/ and 

/w/. Intervention was achieved through playing a role-playing game in which ―aliens‖ are to 

understand spoken speech. They conducted an experiment in which likelihood ratios, as 

calculated automatically by the ASR module, were compared with perceptual quality ratings, as 

provided by human judges. The results showed high correlation between the two measures for 

substitution errors. In other words, the system worked well when /r/ and /w/ were misarticulated. 

However, the ASR module produced many false positives (the results correlated poorly for 

correctly articulated examples). 

Kewley-Port et al. (1991) presented another system in which recorded templates of the child‘s 

best production were elicited and then used as standards against which to measure the 

acceptability of new utterances. The degree of success of the system was not clear. The 

researchers conjectured that recognition error rates as high as 20%, a rate within the capabilities 

of a small vocabulary speaker-dependent system, would be acceptable for articulation training. 

However, adoption of this approach has been limited by its shortcomings: that training is 

required for each individual, and that target words and phrases that consist of segments not 

producible by the child are not allowed for. The overall efficacy of these approaches is unclear.  
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4.1.1. Box of Tricks  

Vicsi et al. (2000) developed a speech intervention system, Box of Tricks, for children with 

hearing impairment. Box of Tricks uses ASR to detect and to provide feedback about speech 

mistakes and was originally devised to support Hungarian, but has subsequently been expanded 

to also support English, Swedish and Slovenian. Box of Tricks is used to train for vowels and 

also correct misarticulated fricative sounds.  

 

Figure 1. Visual representation of a reference and an input pronunciation spectrograms (Vicsi et al., 2000) 

The researchers have adopted a product-oriented approach in which children use references to 

acoustic speech signals to correct their speech. The goal of Box of Tricks is to teach children to 

modify their speech on the basis of visualizations of their speech signals. Picture-like images of 

energy, changing in time, fundamental frequency, voiced or unvoiced detection, intonation, 



 

 

 

31 

spectrum, spectrogram (cochleogram) and spectrogram differences were used for the 

visualization. A sample screen shot of the program is shown in Figure 1. 

For the visualizations, a filter was developed and applied that produces a representation based on 

inner ear processing rather than FFT spectra. The researchers hypothesized that the visualization 

generated by this filter would be a more intuitive representation of speech as interpreted by 

humans. The representation of input pronunciation was shown in alignment with a representation 

of a target pronunciation. Parts of the representation reflected more important features of the 

speech; to draw the children‘s attention to these parts, they were highlighted by amusing 

background pictures.  

Box of Tricks did not provide instruction to the children about how to correct their speech, 

however. Users can see that the feedback indicates that there is something different in the input 

speech from the desired speech, but it is not clear how this difference can be decreased without 

corrective instructions. 

As a component of this work, Vicsi et al. (2000) proposed the average spectrum distance (ASD) 

as a metric that indicates how close an input pronunciation is to a target pronunciation and 

corresponds to the human evaluation of speech. This metric is calculated as the distance of the 

spectrum components of an input pronunciation from the averaged target examples. In order to 

derive the parameters for this metric, an experiment was conducted that involved collecting 

human speech samples, followed by human judge evaluations. The scores were then correlated 

with automatically generated scores in order to find out whether input pronunciations could be 

reliability categorized.  
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The researchers claim that this approach provides meaningful feedback to children and allows 

them to use the system by themselves. However, no studies were conducted to measure how 

useful the representations are for children.  

4.1.1. ARTUR 

Bälter et al. (2005) developed a prototype of a computer system for speech intervention for 

children with hearing impairments to be used in the absence of SLPs. The system aims to 

identify problematic pronunciations and provide corrective feedback. An animated head with 

exposed internal parts of the face and mouth, referred to as the ARticulation 

TUtoR (ARTUR), was constructed. ARTUR was utilized to provide feedback based on the input. 

The researchers hypothesized that for children with hearing problems, the visualization of the 

movement of vocal organs is more useful than acoustic signal visualization. A database of 

possible errors and responses, in which each response was mapped to one or more errors, was 

constructed. The feedback, in the form of spoken commands and corresponding animation was 

chosen from this database. The researchers claim that showing the hidden parts of human head 

involved in speech production is key to the correction of speech impediments. In the final 

implementation of the system, audio input is to be supplemented with video footage of the user 

for more accurate categorization of pronunciation error. 

The program was tested with two groups of children in a Wizard-of-Oz study. The children in 

the first group were six years old and the ones in the second group were between nine and eleven 

years old. In addition to children, an adult with English as second language also used the 

program and provided feedback.  
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Figure 2. User interface of articulatory feedback (Bälter et al., 2005) 

The empirical qualitative data demonstrated that the children, especially the older group, liked 

the idea of playing with a computer and being given explicit feedback. However, while they (and 

especially the older group) liked the program in general, they found the visual feedback 

confusing and unhelpful. This was found of both the image representation of speech organs and 

the accompanying animation. The children suggested that adding more game-like features, such 

as goals and rewards, to make it more engaging. Also, they found the user interface of the 

program, as well as the anatomy of the vocal tract (e.g. the hard palate), unclear. When compared 

to interaction with the SLP, older children described the interaction as more relaxed.  

The adult user suggested that it should be possible to make a few practice pronunciations before 

being evaluated. The wizard who simulated automatic feedback observed that the choices 

available for feedback were not well-grained and precise. Many situations were not covered and, 
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as a fall-back strategy, encouragements were used after repeated errors. They suggested that 

repeating the same feedback after same error is not a good strategy, and also that general 

ambiguous feedback should be used for times when the error is hard to classify.   

4.1.2. Speech Viewer II  

A commercial speech therapy system, Speech Viewer II, was developed to help adults with 

speech impairments improve their speech (Öster, 1995). This system visualized speech signals 

and waveforms. Figure 3 shows speech visualization as produced by this system.  

 

Figure 3. Speech Viewer II displays loudness as produced by the therapist (upper wave) and the client (lower 

wave) (Öster, 1995) 

While this system was originally developed for adults, several studies examined its potential for 

children with hearing impairments and encountered mixed results. Two studies have shown that 

it does not work well for use by children with hearing impairments. The first study showed that 

the program did not have any advantages over traditional speech therapy for vowel training for 

children with profound hearing impairments (Ryalls et al., 1994). The second study tested a 

vowel accuracy feedback with children with hearing impairments and showed that the system 
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produced modest gains but exhibited inaccuracies and inconsistencies in feedback (Pratt et al., 

1993).  

The use of Speech Viewer II’s visualizations have been unsuccessful for improving 

pronunciation in children, specifically correct sound production. However, it has been promising 

when used to improve prosodic features of speech for children with hearing impairments. Öster 

(1989) conducted a study with two deaf children who were trained using the program for ten 

minutes twice weekly over an eight week period. For each child a different skill was targeted. 

The first child, a fifteen-year-old boy had difficulty with producing durational contrast between 

phonologically long and short vowels. The second child, a thirteen-year-old girl, had difficulties 

producing voicing contrasts between voiced and voiceless velar stops. Both children were 

reported to have improvements in the areas targeted. Öster (1995) also conducted a study with a 

five-year-old deaf boy who had difficulty controlling the loudness and pitch of his speech. While 

detailed information about the amount of training, methodology and the results of the 

intervention is not provided, the researcher claimed that using the program and specifically its 

graphical interface allowed the SLP to communicate better with the child resulting in improved 

loudness and pitch. 

Öster et al. (2003) have conducted initial experiments with a system that produces visual maps 

for training Swedish sibilant fricatives, fricatives with higher-frequency and acoustic energy than 

non-sibilant fricatives, to hearing-impaired users. The system is designed to supplement speech 

intervention. The user is provided with a visual representation of his or her speech that is shown 

in relation to a visualization of a target pronunciation. The researchers hypothesize that having 

this feedback will help increase the frequency of correct pronunciations. 
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Initial maps were created for three sibilant fricatives, /s/, /C/ and /S/, using the speech of a 

normal hearing girl. The subject was instructed to pronounce CV combinations, where C was a 

sibilant fricative /s/, /C/ and /S/ and V was either /i/ or /u/. The data files were manually labeled 

and subjected to cepstral analysis before being input to a multilayer perceptron that outputs the 

positions of the points to be shown in the feedback map in the form of points each corresponding 

to a fricative and placed with respect to their frequency range. Figure 4 shows an instance of the 

map. 

 

Figure 4. Map interface where input points (black dots) are placed relative to trained data (fixed color circles) for 

Swedish sibilant fricatives (Öster et al., 2003) 

The speech of three severely hearing-impaired children when pronouncing the fricatives, using 

CVC combinations where C was one of the sibilant fricatives mentioned before and V was either 

/i/ or /u/, was recorded and mapped against the created maps and it was found that the 

visualizations corresponded well with the visualization produced.  

While this system shows it is possible to create visualizations that correspond with non-standard 

input speech, it does not discuss the usefulness of this approach for children. The input data is 
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severely restricted, to CVC combinations rather than words, and the visualizations are shown in 

terms of time and frequency, an unintuitive approach for children. The project is in its initial 

phase and no user studies are conducted.            

Neri et al. (2003) have identified a major problem with providing comparable waveforms, a 

popular form of feedback (e.g., Speech Viewer II), to the user. While showing a target and input 

waveform motivates the user to try to emulate the target waveform by modifying their 

pronunciation, it does not necessarily lead to correcting pronunciation and might be misleading. 

Two pronunciations might be correct and contain the same phonetic content but still have 

waveforms that are very different from each other. Neri et al. (2003) assert that even a trained 

phonetician cannot extract information needed to correct pronunciation from this feedback, let 

alone a user that does not have any training in interpreting this form of feedback. 

4.1.3. Summary 

In the reviewed systems, the provision of meaningful and consistent feedback to children was 

shown to be the key challenge. Previous research has identified the main cause of this problem as 

the fact that ASR technology is not mature enough to provide corrective analytic feedback and 

can only provide evaluative feedback (Hincks, 2002; Menzel et al., 2000). Another possible 

cause for this problem is the discrepancy mentioned in the previous section: ASR modules being 

originally developed for recognizing speech rather than evaluating or analyzing speech.  

The importance of using ASR to facilitate an interactive dialogue between the user and computer 

is identified previously (Cohen et al., 2004). An important requirement for this dialogue to be 

successful is that the feedback provided by the computer be motivating and understandable. In 
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the face of the tension between this requirement and the challenge outlined above, the proposed 

system will be designed such that the ASR module is used to provide interactivity rather than 

detailed feedback.  

ASR has been successfully used in language interventions other than speech. For example, 

Adams (2006) developed a computer application, The Reading Assistant that uses ASR to 

promote literacy. The system provides feedback based on mispronounced words. Each time a 

mispronunciation is detected, the words are highlighted and the user can request their meaning or 

listen to their correct pronunciation. After each session, the program creates reports for both 

students and teachers that include statistics on usage patterns and words per minute accuracy. 

The user‘s voice is also recorded allowing for subsequent review. While a preliminary 

experiment showed that using the software can improve fluency, the study did not include a 

control group (Adams, 2006).  

Studies by Higgins and Raskind (Higgins & Raskind 1995; Raskind & Higgins 1999) and Wetzel 

(1996) showed that students with learning disabilities showed significant improvements over a 

control group with respect to word recognition, spelling, reading and writing after using a 

computer program with an ASR module. Relevant intervention systems that target areas other 

than speech will be further reviewed in section 5.3. 

4.2. ASR and Second Language Training  

Second language training systems that use ASR face many of the same issues as speech 

intervention systems: they deal with non-standard speech and they need to analyze or evaluate 

the speech rather than recognize it. In addition to these issues, non-native speakers produce 
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different formant structures from native speakers (Arslan & Hansen, 1997). This causes 

recognition difficulties for ASR systems that attempt to match and recognize formant structures. 

As with intervention systems, doubts have been expressed about whether errors recognized by 

the system correspond to ones recognized by native listeners (Derwing et al., 2000). 

Furthermore, the problem of providing meaningful and accurate automatic feedback is also 

present here.  

Despite these issues, in recent years, a number of applications in this area, most notably The 

Rosetta Stone, have incorporated ASR to help users test their language skills. Furthermore, ASR 

modules have been successfully incorporated into computer assisted language learning (CALL) 

and computer assisted pronunciation training (CAPT) courseware (ISLE, 1999; Franco et al., 

2000; Witt & Young, 2000). Some researchers view usage of ASR as a natural choice for second 

language training application (Bemstein, 1994).  

Do the feedback and accuracy scores provided by second language training systems correspond 

to the accuracy of speech as perceived in the real-world? Wildner (2002) observed that native 

speakers sometimes received lower ASR-based scores than non-native speakers. Also, Mackey 

and Choi (1998) found that the scoring algorithm in another ASR-based program was inaccurate 

and resulted in many false positive errors (for example, words whose last syllable were omitted 

were often accepted as accurate). In a Japanese language learning program, it was found that the 

scores given by the system differed from a professional teacher‘s ratings for pronunciation 

exercises provided (Miura, 2004). Reesner (2002) criticized the French version of the program 

and found that there was little basis for the presented scores. 
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Second language learning systems also face the same problem as speech intervention systems in 

producing useful visualizations. In such systems, the feedback in the form of sound waves and 

pitch curves was found to be problematic. To compare their input speech with the stored model, 

the users had to speak with the same speed with which the model phrase was spoken.  

There have been a number of studies that demonstrate that off-the-shelf ASR systems cannot 

recognize non-native speech well. Coniam (1999) tested the accuracy of Dragon Naturally 

Speaking, a state-of-the art-system at the time of the study, with ten Cantonese speakers to see 

how accents affect performance. The study demonstrated, perhaps unsurprisingly, that the system 

was considerably less effective for Cantonese-accented English. It has been observed that ASR 

performs poorly (around 11% accuracy) for non-native speakers (Glass & Hazen, 1998; Teixeira 

et al., 1997; Zavaliagkos et al., 1995). Previous research has shown that recognition rates of ASR 

modules increase for non-native speakers when acoustics (Diakoloukas et al., 1997; Nguyen et 

al., 1999; Zavaliagkos et al., 1995) and pronunciation (Humphries et al., 1996; Liu & Fung, 

1999) are taken into account and incorporated. 

4.2.1. A Counter Intuitive Success Story 

One intriguing study found that very rudimentary feedback was helpful for accent reduction 

(Mitra et al., 2003). In this study, sixteen children between the ages of twelve and sixteen were 

chosen from an Indian English median school, where English was the primary medium of 

teaching. The curriculum of the school was taught in English and the children could read and 

write English at different levels of competency, but their mother tongue was not English and they 

had English poor pronunciation. The children were grouped into four groups of four and were 

given access to a computer for three hours a week. They were provided with ―Ellis‖, an English 
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language learning program with no ASR support, four classic English-language films that the 

children could choose to watch during their time at the computer and the previously mentioned 

Dragon Naturally Speaking program. The children were given the objective of making their 

speech understood by the Dragon Naturally Speaking program. The program either accepted or 

rejected input speech and did not provide corrective feedback. Pre-experiment pilot trials were 

conducted with various configurations, and the version trained on a female voice was used as this 

was found to offer the highest recognition rates for the speech of children of both sexes. 

The children were given a demonstration of the resources (i.e. programs and films) available on 

the computer but no other instruction or intervention was provided during the experiment period. 

The researchers tested the following hypotheses in this study: could Dragon Naturally Speaking 

be used to help learners modify their speech to reduce accent? Can children collaborate to use 

computers to achieve improved intelligibility of speech with minimal intervention?  

Rather surprisingly, the approach was effective. To measure improvements in speech and 

whether they carry to real-life situations, four human judges were provided with video clips of 

children speaking at different evaluation points. A measure of the percentage of words correctly 

recognized was calculated. Significant improvements over a five month period were observed. 

Furthermore, the word recognition rates by the ASR module were found to be closely correlated 

with the human judges‘ assessments of pronunciation accuracy (e.g., an improvement of 117% 

was observed, as assessed by the human judges and of 79%, as assessed to the ASR module). 

A key point in this study is that ASR was used only to provide a binary decision on whether a 

word was pronounced properly or not. This approach avoids the problem of complicated and 

inconsistent feedback by focusing on recognition rather than evaluation. This approach does not 
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avoid the problem of recognition errors in the sense that the system might accept words that are 

mispronounced (i.e., false positive) and reject ones that are properly pronounced (i.e., false 

positive). The computer and microphone facilitated an interactive context in which children were 

motivated to try multiple repetitions of words and phrases. Thus, even in the absence of detailed 

corrective feedback the children were able to figure out ways to improve their speech and to 

imitate correct pronunciations without further guidance.  

4.3. ASR and Speech Rehabilitation  

ASR has been used in speech rehabilitation systems. Piper et al. (2010) developed an augmented 

pen-and-paper interface in which the pen, augmented with a camera and microphone, can detect 

patterns on a paper, playback a recording of it and record the user‘s voice.  

The design of the system was based on a field research of SLPs providing speech rehabilitation 

for elderly adults with aphasia caused by stroke. Using this ethnographic approach, they found 

that rehabilitation under the supervision of an SLP often takes place during ongoing sessions that 

are customized to the client. The sessions are often face-to-face, collaborative, and multimodal. 

They further observed that, for the elderly population, a lot of paper-based solutions are used.  

Using these observations, they designed and created a prototype of the augmented pen. The 

prototype was shown to 15 SLPs who observed that the approach can be successful because 

using pen and paper is a familiar medium for their clients and the system affords independent 

practice for clients who live alone and also help with communication barriers between clients 

and SLPs. They did preliminary testing of the interface with two elderly users who were 

successful completing basic tasks such as selecting words and repeating pronunciation using the 
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interface. The researchers also aim to use the system as an assistive communication device where 

the pen is used to select desired phrases on paper to be vocalized.   

4.4. ASR and Speech Input   

ASR has been used to provide speech as a mode of input for assistive technology applications 

ranging from environmental controls to computer access. In these systems, speech provides an 

alternative to the keyboard and mouse or other input devices that require fine motor skills to 

operate. Speech can also be used in conjunction with other input modes such as keyboard or 

mouse to increase efficiency and/or reliability (Oviatt, 1997). Due to the diversity of their 

disabilities, the users of these applications have a wide range of speech quality ranging from 

clear to severely dysarthric.  

ASR has been used for computer input and environmental control for more than three decades. 

Research has shown that ASR in combination with button presses increases the rate of text entry 

for individuals with physical disabilities (Treviranus et al., 1991). For example, Manasse et al. 

(2000) found that an individual with severe traumatic brain injury was able to learn to use voice-

input technologies to create greater amounts of text when using it than working with a keyboard.  

The use of speech as a mode of input poses special challenges for technology designers and the 

disability community (Hawley, 2002; Rosen & Yampolsky, 2000). Dysarthria is a speech 

disorder common in people with various physical disabilities. It has multiple causes including 

neurological damage brought about by various conditions such as strokes, head or neck injuries, 

cerebral palsy and degenerative diseases such as amyotrophic lateral sclerosis (ALS) (Bauman-

Waengler, 2004). Patients with dysarthria show a wide range of speech errors. Due to this high 
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degree of intra-speaker variability, a system that works well for one person with dysarthria 

might not work well for other people with dysarthria (Hasegawa-Johnson et al., 2006). Another 

important characteristic of dysarthric speech is that the same person can show different speech 

patterns at different times, causing a high degree of intra-speaker variability, making the speech 

especially challenging for ASR systems to analyze (Netsell & Abbs, 1979). Despite these 

challenges ASR has been used for more than three decades to provide environmental and 

computer control for people with dysarthria (Clark & Roemer, 1977; Cohen & Graupe, 1980). 

Various studies have shown that in some cases this technology is faster than using the keyboard 

for people with motor disabilities who have difficulty using the keyboard (Chang, 1993; 

Thomas-Stonell et al., 1998; Hux et al., 2000). 

Hawley et al. (2003) designed a speech interface for adults with dysarthria (shown in figure 5). 

The interface was designed to enable users to both access practical computer applications, 

specifically an augmented communication application and an environmental control system, and 

practice their speech. The goal in speech practice with this software was to change the speech in 

such a way that the computer can better recognize it (as opposed to making the speech more 

intelligible for humans listeners). To this end, an interface was developed that used a small 

vocabulary recognizer with models stored for each word that were then compared to input from 

the user. A best fit was chosen for each word, which corresponded to the input the system could 

recognize more easily and not necessarily to an intelligible pronunciation. Users practiced their 

speech by comparing two similarity measures shown as bars when the word was pronounced. 

One measure corresponded to a closeness of fit of the current utterance and another to a log 

probability of the model generating the word on the Viterbi path. The users had the option of 

listening to the current best fit example and attempt to modify their pronunciations to raise the 
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bars. This system stored the input utterances so that a database was created, making recognition 

more robust over time. 

 

Figure 5. User interface showing two bars representing similarity measures (Hawley et al., 2003) 

The system was tested with five individuals with dysarthria. Improvements in speech recognition 

were observed for three of the users over a five year period. These improvements might be due to 

the expansion of the database rather than actual speech improvement. It was observed that while 

training improved system performance, the physical and health conditions of users made 

extensive training difficult for them.  

Over the years, two main strategies are developed, which can be used in combination, for 

improving ASR usability in the presence of low confidence scores occurring with dysarthric and 

other non-standard forms of speech: input restriction and acoustic training. 
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The first technique, input restriction, simplifies the recognition task by restricting the input to a 

limited number of isolated words, rather than continuous speech (Rosen & Yampolsky, 2000). 

ASR modules that are designed to accept this kind of input are sometimes referred to as small 

vocabulary systems. Rosengren et al. (1995) showed that adapting the vocabulary for each user 

improved accuracy rates from 28% to 62%. Hamidi et al. (2010) developed a speech module for 

use by people with severe dysarthria which was designed to accept 30 to 40 spoken keywords, 

each corresponding to an alphanumeric input or a system command (the mapping from spoken 

keyword to system command was tailored to the application domain). For each user, a list of 

keywords that he or she could say clearly was compiled during one-on-one sessions. Once the 

keyword list was defined, it was used to compose text and to navigate the World Wide Web 

(Spalteholz et al., 2008).   

The other technique, acoustic training, entails to the process of recording speech samples from a 

user to create or to augment an acoustic database. Systems that use this technique are sometimes 

referred to as speaker dependent. A related technique, adaptation, is the process of refining the 

acoustic templates during use. Systems that use this technique are sometimes referred to as 

speaker adaptive. Persons with mild dysarthria have been able to achieve ASR accuracy levels 

similar to those of people without dysarthria after adaptation or acoustic training (Ferrier et al., 

1995; Chen & Kostov, 1997; Hawley, 2002). Recent empirical evidence has shown that some 

speech errors perceived by human judges do not interfere with the recognition accuracy of 

speaker adaptive systems. Thus, after adaptation or training, these systems might actually 

perform better than humans at recognizing a user‘s dysarthric speech (Thomas-Stonell et al., 

1998). For example, Fried-Oken (1985) found that, despite having unintelligible speech, people 

with limited use of hands due to brain and spinal cord injuries were able to use ASR for software 
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interaction and preferred speech to other input modes and that these users were able to produce 

consistent speech that was recognizable by the computer after acoustic training. A related 

approach (Patel & Roy, 1998; Patel, 1999) has identified the potential of prosodic features of 

dysarthric speech, such as pitch, duration and intensity, as additional information useful for 

automatically recognizing speech. An ASR system trained on the prosodic information of a 

particular individual can then act as a ―familiar facilitator‖ between them and an unfamiliar 

communication partner.    

Acoustic training is useful for communication and control systems, such as speech-to-text 

modules for people with motor disabilities, where the goal of the system is to recognize as many 

input utterances as possible even if they are pronounced incorrectly or with a strong accent. 

However, this method is clearly unsuitable for therapeutic or training systems that aim to 

improve the user‘s speech over time. In these contexts, using this technique defeats the purpose 

of improving speech by awarding the users for repeating incorrect pronunciations.  

4.5. Conclusion  

There are a number of key observations that can be drawn from the previous section. The first 

observation is the strength of evidence that shows that children responded positively to computer 

language intervention and training programs (Bälter et al., 2005; Adams, 2006; Mitra et al., 

2003). The qualitative feedback from the children was positive, providing evidence to support 

the hypothesis that computer-based games are appealing to children and will provide a useful 

tool to support and supplement learning and rehabilitation.  



 

 

 

48 

A second observation is that intervention-oriented systems have not matured. Most systems are 

prototypes that are not fully developed or evaluated. All the reviewed systems are less than a 

decade old. These systems have accomplished very little penetration to the intended user 

population (i.e., uptake by SLPs and/or clients). This is due to several reasons. Firstly, clinical 

uptake must be preceded by convincing demonstrations of efficacy, but evaluation of the systems 

is difficult and presents challenges (see section 7.1). Secondly, the multidisciplinary nature of the 

work means that researchers from multiple fields (e.g., computer science and speech language 

pathology) must collaborate, which in of itself is challenging and time consuming. The systems 

reviewed here, given their early stage of development, may yet be still in design and prototyping 

stages. Guidelines for the development and design of these systems have not yet been developed, 

and investigators often derive their own standards and design decisions at each step anew. In 

section 7, possible approaches for assessment of such systems will be examined.  

A third observation is that all projects, especially Box of Tricks and ARTUR, faced the main 

challenge of designing effective feedback. This is directly related to the idea that there is a 

discrepancy between the original design goal of ASR modules (i.e., recognition of speech) and 

their perceived role in computer speech language systems (i.e., analysis and assessment of 

speech). By relying on ASR modules to provide detailed corrective feedback, the designers have 

risked providing the user with confusing and inconsistent feedback. Furthermore, abstract 

representations such as waveforms and closeness scores are unintuitive for children and have not 

been helpful in correcting speech.  

Looking forward, one technique would be to use ASR to engage rather than evaluate speech, 

given the goal of facilitating sustained practice through the elicitation of multiple repetitions of 
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target words and phrases.  As demonstrated by Mitra (2003), it can be effective to subordinate 

the accuracy of ASR to its use as a facilitator and ―encourager‖ of interaction. The most 

promising results were observed when the emphasis was on providing a context for multiple 

trials and opportunities to practice speech as opposed to providing complex corrective feedback. 
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5. Serious Game Design  

Serious games are characterized as ―games that do not have entertainment, enjoyment or fun as 

their primary purpose‖ (Chen & Michael, 2006). Zyda (2005) defines a serious game as: ―a 

mental contest, played with a computer in accordance with specific rules, which uses 

entertainment to further government or corporate training, education, health, public policy, and 

strategic communication objectives.‖ Thus, in addition to having characteristics most associated 

with games, such as being entertaining, fun and enjoyable, serious games also have other 

objectives such as facilitating learning and training, rehabilitation or artistic expression. Chen 

and Michael (2006) advocate the view that, through this shift in emphasis, games should become 

more responsible, relevant and important. The potential of games for training and learning has 

led to the relatively new area of research known as ―game-based learning‖ (Prensky, 2000). 

Thus, games that support speech language therapy, and therapeutic games in general, can be 

considered serious games. As mentioned in section 3 and 4, the use of games is prevalent in 

clinical speech intervention, as well as, computer intervention systems developed for children. 

An important point is that the essential gaming elements of playfulness and fun should be 

preserved and supported in the design of speech language intervention systems since these are 

what make them effective in the first place (Malone, 1982). This is the main motivator for 

incorporating elements of game play in therapeutic applications. In the following sections, I 

review previous research that demonstrates the effective use of games to support learning and 

rehabilitation. Next, two useful game characteristics, uncertainty and a dynamic difficulty 

adjustment, relevant to the proposed design are reviewed. Finally, the issue of gender and game 

design is briefly discussed.  
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5.1. Games Supporting Learning   

There has been a great interest in the potential of using computer games for learning. For 

instance the main reason that a third of the American public high school students do not graduate 

was described as ―boredom‖ rather than trouble with coursework (Bridgeland et al., 2006) and 

games are frequently identified as a means to increase interest in the classroom (Bergin, 1999). 

Some schools in the United States are experimenting with new innovative curricula that are 

based entirely on games (Corbett, 2010).  

Löwgren and Stolterman (2004) recognize a ―crucial difference between games and most work-

oriented productivity programs‖, in that, for the most part, users are motivated to play games not 

for extrinsic factors such as to perform or produce something but for intrinsic motives such as 

reaching a higher score, competing with fellow game players or solving a puzzle. Game 

interaction is a process of enticement, relationship, and fulfillment. 

Games are also seen as a way to present problems in a way that decreases the fear and stigma 

around failure. Students behave differently when problem solving in game settings than 

traditional academic setting. Evidence points to the possibility that games weaken the stigma 

around failure. When problems are presented in an academic test, students generally prefer low 

levels of uncertainty and choose problems well below moderate challenge (Clifford, 1988; 

Harter, 1978). This choice, however, changes when problems are presented as games, in which 

case students will take greater risks than in other contexts such as the classroom or social 

interactions (Clifford & Chou, 1991). Thus, games can remove the stigma due to the implications 

of failure for social status and esteem that is hypothesized to deter individuals from tackling 

academic tasks with higher levels of uncertainty (Howard-Jones & Demetriou, 2009). In fact, 
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recently, in a more radical view, game developers have recognized that ―making failure fun‖ can 

have a beneficial effect on learning and remove the stigma and vulnerability of engaging in a 

learning situation (Corbett, 2010). There are many studies that examine the potential of gaming 

for learning and the impact of various factors such as gender and genre effects. For example, 

research has shown that playing action games that involve survival instincts, can improve visual-

spatial thinking, which is an important skill for engineering tasks. This effect was observed only 

after ten hours of playing and was more apparent in women than men, with the effects almost 

eliminating the initial difference between them (Feng et al., 2007).  

The aforementioned interest in computer gaming, combined with the increasing involvement of 

children with digital technology, point to computer games specifically as a promising tool to 

promote learning. According to the results of a national survey published by the Rideout et al. 

(2010), in the United States 60% of children between the ages of eight to eighteen use computer 

games on hand-held or console devices for an average of two hours on a typical day. In the last 

ten years, the percentage of children playing digital games has increased by more than 50%, and 

the amount of time they spend playing games has almost doubled. These numbers support the 

innovative schools‘ approach of capitalizing on this great interest of children in digital games 

and using it for learning.  

A concern that is commonly-raised is that games may have detrimental effects on the players that 

are not offset by their positive effects. Griffiths (2005) has shown that many fears about links 

between computer games and the development of pathologies or serious health risks are 

unfounded. Given that the incidence of computer game addiction is itself very low (Griffiths & 
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Davies, 2005), it seems unlikely that even excessive use of games could lead to problematic 

gambling behavior in later life. 

5.2. Games Supporting Rehabilitation   

Rehabilitation is similar to intervention in that it often involves the performance of repetitive 

tasks that target specific areas for improvement. A large amount of practice over a long period of 

time is most often required to achieve results in the therapy.  

Research has shown that rehabilitation results improve when patients are motivated (Maclean et 

al., 2002). Demotivation that can lead to resignation is often experienced during rehabilitation 

due to lack of immediate increase in the user‘s capabilities (Burke et al., 2009). It has been 

shown that during rehabilitation sessions, games increased motivation which, lead to patients 

finishing more exercises and achieving better results (Rego et al., 2010).  

By focusing their attention on the game, patients may forget they are involved in rehabilitation 

(Flores et al., 2008). Further, games distract the patient‘s attention and can aid in pain 

management (Burke et al., 2009).  

In the light of these possibilities and potentials many rehabilitative game have been developed in 

recent years (Alankus et al., 2010; Flores et al., 2008). The fact that games create motivation in 

the context of rehabilitation confirms the idea that they will be motivating in the context of 

intervention.  
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5.3. Games Supporting Language Intervention   

Computer games have been used as the basis of interventions targeting the areas of 

communication, social pragmatics and learning, in addition to intervention targeting speech 

production (see section 4.1). In this section, two projects are briefly presented that demonstrate 

the application of games to other intervention target areas: autism and learning disability. These 

show the versatility of computer games and their applicability to interventions that target areas 

ranging from communication disabilities to various cognitive impairments.   

Previous work has identified the potential for computer games to be used to supplement clinical 

interventions for children with varying degrees of autism, in particular to develop 

communication skills (Burns, 2003). More concretely, Cockburn et al. (2008) found that the use 

of games, even for short amounts of time, can help children with autism develop facial 

expression and face recognition skills. Tanaka et al. (2010) implemented a game that motivated 

children with autism to practice facial expressions, such as smiling and frowning that used the 

technique of computerized facial recognition. The children were motivated to practice facial 

expression, since these were needed in order to progress in the game.  

The Arrowsmith Program is designed to alleviate learning disabilities through exercises and 

games (Arrowsmith, 2007). The conjecture behind the approach is that problems in high level 

functions, such as writing and copying, have their underlying root in impairments in specific 

elemental cognitive abilities, such as symbol recognition and sequencing (Young & Burrill, 

1997), and that games and exercises that target and strengthen these underlying skills will also 

improve high level functions and learning more generally. The first step of the program involves 

a detailed evaluation and assessment process that identifies elemental cognitive impairments for 
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each student. This is followed by an individualized task-oriented program that challenges and 

alleviates the identified deficit through playing customized games.  

A number of reports examined the program‘s effect in select schools in the Toronto District 

School Board (TDSB) where it was introduced. They have documented its positive impact on the 

student‘s learning abilities and have also observed that students using the program needed fewer 

resources (Arrowsmith, 1998; Arrowsmith, 2007). But the main conjecture of the approach was 

not supported with empirical data.  

5.4. Uncertainty, Challenge and Game Design  

What are the characteristics of games that make them engaging and motivating? Previous 

research has identified numerous elements. For example, Malone (1982) hypothesized the reason 

games are engaging is because they involve elements such as fantasy, curiosity and challenge. 

Alankus et al. (2010) also found aesthetic appeal important for motivation. Many of these 

characteristics can be implicit in the design of a game. This section will focus on two game 

characteristics that contribute to engagement: uncertainty and a dynamic difficulty adjustment.  

5.4.1. Uncertainty  

The first game characteristic is uncertainty. During game play, the presence of uncertainty 

increases motivation through the building of anticipation. Uncertainty is known to provoke 

emotional responses, such as surprise, into game play (Owen, 2005). Historically, various means 

such as the use of die throws have been used to simulate randomness and thus introduce 

uncertainty into game play. For example, the game of Backgammon makes use of the dice, which 

allows the players to combine their skills with an element of chance.  
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Howard-Jones and Demetriou (2009) conducted three studies examining the effect of uncertainty 

on games and learning. The first study tested whether the attractiveness of uncertainty survives 

the pressure imposed by evaluation in a learning game. In the study, fifty pupils (age eleven 

years old) were asked to play a computer mathematical quiz. Each individual played the game by 

him- or herself. Before seeing a question, the subject had the choice between having one of two 

characters, Mr. Certain and Mr. Uncertain, evaluate their answer. The evaluations were the same 

if they answered the question incorrectly, in which case, they would be given a 0 score. If they 

answered correctly, Mr. Certain would award them a score of 1 which Mr. Uncertain would 

award them a score of either 0 or 2. In effect, this approach allowed students to choose the 

presence of uncertainty in the game. The subjects showed a significant preference for 

uncertainty. 

The second experiment examined the perception of fairness and just reward when uncertainty is 

present in games. Twenty participants (16 years old) were divided into pairs, with each pair 

competing in a quiz game against the computer. At each step of the game, two animated dice 

were rolled and a question displayed. The combined value of the dices could be won if the 

question was answered correctly. If the question was answered correctly, the players had a 

choice. They could roll the dice again or pass it to the virtual opponent. If they rolled again and 

both dice showed ones, then all the accumulated points for the round would be lost. This choice 

clearly posed a risk. The team that reached 100 first was the winner. The conversation of the 

teams during the game was recorded and analyzed later. The analysis showed that the players 

were highly engaged and the uncertainty did not deter them. They used words such as 

―annoying‖ and ―fun‖ a lot. Howard-Jones and Demetriou (2009) showed that in a gaming 

environment, traditional notions of fairness can be subverted in a way that engages children 
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emotionally and might be better for learning. The issue of reward inconsistency was shown not 

to be a problem when introduced in the context of games. 

Howard-Jones and Demetriou‘s (2009) third experiment was designed to examine the 

relationship between emotional response and uncertainty in the context of a learning game. The 

study used electrodermal activity (EDA) as a measure of emotional engagement. EDA measures 

the electrical conductance of skin, which varies in accordance with the activity of sweat glands 

that are in turned controlled by the sympathetic nervous system and respond to emotional arousal 

(Martini & Batholomew, 2003). Sixteen adults played a computer game and had their EDA 

measured during play. The two conditions both involved playing a quiz game. In one condition, 

an element of uncertainty was introduced via the possibility of making a random choice (i.e., a 

die) whereas in the second condition the random choice option was not available. An increase in 

emotional response was observed in the condition with uncertainty when compared to the 

condition without uncertainty. The increased emotional response to the element of uncertainty 

was observed even once educational material was introduced to the conditions. The researchers 

conclude that the presence of uncertainty can transform the emotional experience of learning and 

make it more engaging. Further, they noted that uncertainty increases engagement with the 

whole experience including learning, rather than just the game. This is in accord with other 

research that has shown declarative memory formation and memory for items encoded in a 

positive emotional context is improved, compared to neutral or negative contexts (Erk et al. 

2003; Brierley et al., 2007). 

The benefits of uncertainty dovetail nicely with the shortcomings of ASR, as discussed in 

sections 4. The use of ASR entails errors in recognition, but these errors might be incorporated 

and disguised as elements of uncertainty in the proposed system.  Uncertainty can both add a 
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motivating and engaging element to an interactive system and also provide a solution to the 

problem of recognition errors.  

5.4.2. Dynamic Difficulty Adjustment   

A second game characteristic is dynamic difficulty adjustment, a method by which the challenge 

level of the game is changed dynamically during game play, in order to avoid both user boredom 

(e.g., if the game is too easy) and frustration (i.e., if the game is too hard) (Hunicke, 2005). 

Research has shown that in non-human primates, the maximum dopamine is released when the 

likelihood of receiving reward for success is about 50% likely, in other words when the 

probability of success is half way between totally unexpected and completely predictable 

(Fiorillo et al., 2003)
1
. Several studies on rehabilitative games have shown that an appropriate 

level of challenge, maintained by automatic difficulty adjustments, is an important element in 

keeping the user motivated (Burke et al., 2009; Alankus et al., 2010). 

5.5. Games and Gender   

Research has demonstrated that some differences in user experience are correlated to gender. It 

has been noted that, among children, boys play in larger groups than girls and that girls often are 

(slightly) ahead of boys in their ability to initiate fantasy play without realistic props (Hughes, 

1991). Further gender differences were also observed in collaborative interaction — boys take, 

and girls relinquish control of the mouse (Inkpen et al., 1995).  

                                                            
1 Motivation to pursue a variety of pleasures, including sex, food, gambling and computer 

gaming is linked to dopamine levels in the human brain (Elliot et al., 2000; Koepp et al., 1998). 
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Fails et al. (2005) conducted a study in which two versions of a collaborative content-infused 

story game, the Hazard Room, were tested with separate groups of young girls and boys (4-6 

years old). One version of the game used a desktop interface and the other one used a tangible 

interface. While the small-scale comparison revealed no statistical differences with respect to 

learning between the two versions, interesting differences were observed between  the interaction 

of boys and girls with the system.  The researchers observed that boys tended to point and touch 

more than girls in both environments. When questioned about the stories after the interaction, the 

girls were more creative in narrative processing and used rewording rather than rote recitation of 

stories. Both groups preferred the tangible interface. However, girls seemed more interested in 

interacting with the game in general and exhibited more patience. The contrast in being patient 

and following the narrative was more evident with the desktop version of the game (Fails et al., 

2005). 

A designer bias has been observed towards male users and a corresponding interest imbalance on 

the part of game designers towards designing games for males (Cassell & Jenkins, 1998). This 

imbalance has been addressed by games specifically designed for girls. The question of gender is 

important and should be taken into account in the design of the proposed system. 



 

 

 

61 

6. Tangible User Interfaces (TUIs) 

6.1. Overview  

 Tangible user interfaces (TUIs), also known as physical manipulatives, 3D manipulatives or 

digital manipulatives (Manches et al., 2009; Zuckerman et al., 2005), are a relatively new set of 

computer interfaces that transcend the traditional desktop and screen-based system. TUIs are 

characterized by embedded electronic microcontrollers, sensors and actuators in either existing 

or newly-designed physical objects (Ishii, 2008). The diversity of TUIs and the range of 

possibilities they provide means they have great potential for future research and development 

(Ishii & Ullmer, 1997; Jacob et al., 2008). These interfaces are becoming more versatile as the 

novel and improved computational materials are developed, such as digitally-enhanced paper and 

fabrics (Buechley et al., 2008; Buechley et al., 2009). For example, Buechley et al. (2008) have 

developed sewable and washable electronic components that can be sewn into fabric.  

There are two main categories for TUIs. In the first are the TUIs that extend or augment the 

traditional desktop computer configuration (i.e., by supplementing or replacing its existing 

interface). In the second category are the stand-alone computational devices, which embed the 

computation so that the computer becomes an invisible platform background. Weiser (1999) 

foresaw this latter category as a natural direction for computing and believed that computers 

―will weave themselves into the fabric of everyday life until they are indistinguishable from it‖. 

For instance, the ―thrifty faucet‖ (Togler et al., 2009) monitors the usage patterns of a shower 

faucet and provides statements pertaining to water use to household members. 
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The study of the relationship between tangibility and design has a long history. For example, 

Baskinger and Gross (2010) pointed out that ―the hand axe reminds us that design has always 

been about interaction and interaction has always been tangible.‖ With the advent of new 

embedded electronics, computation continues to migrate more than ever into physical objects, 

especially those that are not traditionally computational; this serves to delineate a novel class of 

computational objects altogether, thus giving weight to the idea that ―tangible interaction is the 

physical embodiment of computation‖ (Baskinger & Gross, 2010). As a practical application, 

TUIs can be designed so that appearance expresses function (Redström, 2008); this approach 

underlies reality-based interaction design and will be discussed in section 6.2.3. In this 

approach, the fitting of the interaction to the user‘s perceptual and motor capabilities is seen as 

the main means to improve usability. The very recent emergence of these interfaces means that 

research into the potential uses is still in its infancy. It is a great opportunity for TUI designers to 

set thoughtful examples for the future generations of these interfaces. 

This section addresses the question of the essential characteristics of TUIs that support their use 

for therapeutic and learning applications. Specifically, what are the characteristics that support 

their use in the proposed system? The three key characteristics are: 

 Support for collaboration through shared space and situatedness 

 Affordance for the engagement of movement 

 Flexibility in the design of the physical interface of the system 

In the following subsections, these characteristics of TUIs and their applications in relevant areas 

will be identified and reviewed.  
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6.2. Situatedness and Shared Space 

TUIs allow electronics to be embedded in one or more physical objects, which can then interact 

with the user and each other TUIs. In the latter case, TUIs can be considered in terms of an 

assemblage that is manipulated by human agents or as an assemblage that reacts to 

environmental or other input. This leads to an important characteristic: situatedness. TUIs can be 

moved and placed in relation to each other and thus are suitable for geographically distributed 

and collaborative interactions. Their physical presence can provide real-time feedback about the 

state of the system, creating a sensor network user interface (SNUI) (Merrill, 2007). Since the 

physicality of TUIs allows changes in their location and configuration to be immediately visible 

to the user, they can be used to increase legibility and seamlessness between people and 

information (Ishii, 1997; Ishii et al., 2008). This allows for the interpretation of their order and 

relative position with respect to each other and the physical environment, thus making them even 

more articulate than centralized interfaces such as desktop systems (Blackwell & Edge, 2009).  

Siftables (Merrill, 2007) is an example of a system that utilizes this characteristic of TUIs to 

implement a novel form of interaction. Siftables consist of a number of small tangible units that 

each encapsulates an LCD display, embedded sensors, a microcontroller and a wireless 

transceiver. Each unit senses the other units in its proximity and can communicate with them or a 

central computer unit wirelessly. The collection of units implements a sensor network and is 

designed to allow the users to apply their physical manipulation skills (i.e., sorting and sifting) to 

digital objects. While, the researchers have developed this system as a general interface for 

application in various contexts, they have provided an example application in the form of a photo 



 

 

 

64 

sorting interface where pictures are represented by images on siftable units and can be grouped 

or sorted by grouping or sorting the units.    

TUIs support collaboration and interaction in a shared space, both when users utilize the 

interface for the same system and when they each have their own TUI (Fernaeus & Tholander, 

2005; Suzuki & Kato, 1995). TUIs allow users to monitor each other‘s gaze to achieve 

interaction more easily than when interacting with a graphical representation on a display 

(Suzuki & Kato, 1995). They can also increase the visibility of other members‘ activity, better 

communicating the current state of their work to their peers (Stanton et al., 2001; Suzuki & Kato, 

1995; Fernaeus & Tholander, 2006). TUIs often allow concurrent interaction, sharing control 

between collaborating learners (Zuckerman et al., 2005). Previous research has shown that 

computational technology can support new forms of collaboration and encourage creativity 

(Hamidi & Baljko, 2010).  

In the context of collaborative activity, TUIs provide the system designer with novel physical 

conditions to control the interaction pace and the effort required from the user. Some factors that 

can be used to increase the effort needed to finish a task include increasing the size of TUIs and 

the complexity of the manipulations in order to increase the effort needed. The pace of the 

interaction can be slowed down by using props and obstacles. Using these factors effectively 

allows for more social engagement opportunities during the interaction and more time for 

reflection and communication (Stanton et al., 2006).  
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6.3. Flexibility in Design  

TUIs are also characterized by accessibility. They are more accessible than traditional desktop 

systems to young children, people with learning disabilities or novices (Zuckerman et al., 2005). 

TUIs have a lower threshold of participation than that typically required by a traditional desktop 

system (Hornecker and Buur, 2006). It is possible to design TUIs such that interaction is more 

natural or familiar than with other types of interfaces (Jacob et al., 2002; Dourish, 2001). TUIs 

have been used to develop engaging interfaces for very young children (Zuckerman et al., 2005). 

For example, Martinussen et al. (2007) developed a TUI for small children to access and play 

media. In this system, dolls were embedded with radio-frequency identification (RFID) tags to 

represent animation clips that were then played when the child placed them in a bowl equipped 

with an RFID tag reader. In this project, the researchers explored the effect of lowering the 

threshold of access and control over digital media and observed that providing such playful 

control affords more physical activity around media usage as well as more dynamic and active 

interaction with the media.  

Barriers to interaction were also addressed by Bhat (2010), who developed a tangible musical 

instrument for children with cerebral palsy who had poor bimanual coordination. This instrument 

was designed to help develop musical ability, bimanual coordination and increase social 

participation for these children. 

6.4. Engagement of Movement   

TUIs afford the engagement of movement and physical interaction with objects, a key 

characteristic that will be utilized in the proposed system. A defining characteristic of TUIs is 
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their tangibility. TUIs incorporate sensors, which allow them to recognize pressure, heat, light, 

speech, proximity to other objects among other phenomena. TUIs also incorporate actuators, 

which allow them to create movement, sound and visual feedback that can be used to 

communicate system information to the user. In addition, other actuators that can create other 

phenomena such as heat and moisture are emerging. Thus, TUIs have responsive physicality.  

The physicality of TUIs allow for designers to incorporate feedback and cues in the interaction 

that engage haptic and proprioceptive senses. These are especially useful for promoting the 

users‘ understanding of three-dimensional and physical forms and hypothesized to provide an 

advantage over visual representations alone (Marshall, 2007). This is especially relevant for 

learning applications in domains such as molecular biology, chemistry and dynamic systems 

where the concepts are inherently spatial, either literally or metaphorically (Marshall, 2007). 

TUIs afford concrete physical manipulation, which supports situated learning in which objects in 

the everyday environment are augmented and used for teaching (Marshall, 2007; Klemmer et al., 

2006). 

TUI design at present has mostly focused on using tangibles in expressing spatiality and 

metaphorical spatial structures (e.g. narrative) (Marshall, 2007). The potential of other 

dimensions of use such as the mass, texture, temperature or malleability, has yet to be explored 

and utilized. The characteristics that have been explored show the great potential of TUIs for 

different applications. 

The tactile-kinesthetic mode of learning is a form of learning that ―comes through touching and 

physical sensation and is anchored by movement and touch‖ (Silverman, 2006). TUIs support for 

movement and tactile interactions, provides them with great potential to support this form of 
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learning (Revelle et al., 2005). This is important in the light of the wide recognition of the 

diversity of intelligences and their effect on learning that has prompted research into novel 

teaching methods (e.g., the tactile-kinesthetic mode) and technology that can support them 

(Snyder, 2000).  

6.4.1. Movement and Learning  

Movement and learning have a deep connection and interdependence. In this section, the 

following questions are discussed: what is the nature of the evidence that supports this point and 

how do TUIs, given their tangibility and physicality, support this connection?  

Automaticity, which is defined as a virtuosity in action that is reached by high degrees of practice 

(Freeman & Nunez, 2000), is central to gross bodily movements (i.e., coordinated movement 

needed for tasks such as walking or jumping), fine motor tasks (i.e., coordinated movement 

needed for tasks such as writing) and speech. In the philosophy of psychology, embodiment 

theory holds that automaticity is necessarily anchored in motor learning (Freeman & Nunez, 

2000). This theory holds that bodily experiences play an integral role in the formation of human 

cognition and that cognition forms through the ways the body moves and interacts with its 

environment.  

Previous research has shown that learning memory is improved when movements are aligned 

with what is to be remembered. Actors have been shown to better recall, after five months 

monologues during which they moved on stage rather than ones where they were standing on 

stage (Noice et al., 2000).  
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The importance of interaction with physical toys or objects that involves the use of touch and 

movement has long been recognized in education and development theory. A comprehensive 

discussion of research in these areas is out of the scope of this document, but at a minimum it is 

noted that Jean Piaget, a central figure in the area of child development research, held the view 

that development and movement are closely related and believed in the notion that in infancy 

intelligence is action (Flavell, 1963). Additionally, a core axiom of the Montessori Method, a 

popular and influential educational method, is that children build a collection of impressions 

about the physical world through movement, exploration, and manipulation (Lillard, 2007). In 

this view, the child‘s hands and developing brain are closely related and essential learning is 

achieved through deep concentration which is more available through working with hands and 

physical material (Lillard, 2007).  

As mentioned previously, in recent years, these observations have led to the recognition of the 

tactile-kinesthetic mode of learning that engages movement to facilitate learning (Silverman, 

2006). TUIs are seen as natural tools to support this mode of learning (Zuckerman et al., 2005).  

TUIs engage children in playful learning (Price et al., 2003). For example, Rogers et al. (2002) 

conducted a study in which children mixed colors either using digital tools, physical tools or a 

combination of both digital and physical tools. They found mixing physical action and digital 

effects leads to increased engagement and reflection. In another project, Brotto Furtado et al. 

(2008) used the combination of a vibrating pen and a physical talking agent to allow children 

work on an activities notebook that focuses on learning material.  
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6.4.2. Movement, Speech and Language  

There is evidence that movement and speech are intimately connected. What is the nature of the 

evidence that supports this view? What evidence, if any, is there that this enhances the speech 

intervention process? In this section, answers to these questions are discussed.  

Iverson and Thelen (1999), in their synthesis of research from cognitive science and gesture 

research, inventoried neurological evidence that demonstrates that speech and movement have a 

deep connection and interdependence. First, they identified the evidence that shows that some 

speech and motor functions share underlying mechanisms in brain regions. For example, speech 

production and motor sequencing both use precise timing (Ojemann, 1984). Also, there is strong 

evidence that the hands and arms and the vocal tract are represented in neighboring sites in brain 

regions (Fried et al., 1991). Second, brain regions typically associated with motor functions (e.g., 

motor cortex, premotor area, cerebellum) are activated when speech is produced. When motor 

tasks are performed, brain regions that are recruited for language and speech (e.g., Broca‘s area) 

are activated (Erhard et al., 1996). Finally, patterns of breakdown and recovery in certain speech 

and motor functions are closely linked. For instance, impairment in non-speech motor 

sequencing may be affected by speech disorders. Studies of children with Specific Language 

Impairment (SLI) showed that these children‘s motor movements were also negatively impacted 

and that these children fell under the standard and matched Developmental Coordination 

Disorder (DCD) levels (Hill, 1998). SLI is a speech impairment of unknown causes. DCD is a 

childhood disorder characterized by poor coordination and clumsiness. 

Results from gesture research also point to a close relationship between speech and movement 

(Iverson & Thelen, 1999). Gesture production can improve speech in individuals with aphasia, 
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an effect that might be due to the simulation of relevant parts of the brain (Hanlon et al., 1990). 

Research has shown that teaching gestures to infants accelerates their language learning abilities: 

Goodwyn et al. (2000) conducted a study in which a group of infants were taught a small set of 

communicative gestures and encouraged to use them in daily interactions. Their longitudinal 

study showed that these infants attained milestones, such as the first word or symbol acquisition 

and the five-symbol, approximately one month earlier than other children. These results are 

confirmed in infants who learn American Sign Language (ASL) (Folven & Bonvillian, 1991). 

Thal and Tobias (1992) found that a single test of communicative gesture production is a reliable 

predictive test that can distinguish between truly delayed late talkers (i.e., ones who stayed 

delayed after a year) and late bloomers (i.e., ones who started talking within a year). In this 

experiment, it was found that late talkers who used more gestures were more likely to start 

talking after one year.  

6.4.3. TUI-based Speech Intervention  

As of yet, very few systems employ TUIs as the basis for language and speech intervention. For 

instance, Hengeveld et al. (2009) developed LinguaBytes, a set of digitally-augmented dolls, 

pictogram cards, and puzzle pieces. These TUIs were designed for use by toddlers (between 1 

and 4 years old) with multiple disabilities, such as cognitive and perceptual-motor disabilities 

and were intended to aid with therapist-supported language and communication skills learning.  
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Figure 6. E-scope’s interface (Hummels et al., 2006) 

The goal was to devise a set of activities that would help children expand their vocabulary and to 

elicit a greater amount of communication between the child and others. The TUI tool engaged 

children in interactive storytelling and puzzle-solving games. Children interacted with the system 

by placing digitally augmented tangible items in the form of enhanced dolls, cards labeled with 

pictograms and puzzle pieces on an augmented play surface. The interaction involved the 

narration of a story. The story was paused periodically after the mention of an object or 

character, prompting the children to place corresponding items on the surface in order for the 

story to continue. These items were each embedded with radio-frequency identification (RFID) 

tags which were recognized by RFID tag-readers embedded in the play surface. With any given 

configuration of items, the system would narrate a corresponding story through a screen and 

speakers. The tangible items were created to correspond to keywords in the stories. Parents and 

therapists were provided with additional tags, so that they could create new embedded objects, 

such as the child‘s own plush toy. In evaluations of the TUI, Hengeveld et al. (2009) observed 

that the children had longer attention spans and that the TUIs themselves slowed down 
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interaction, which provided more control to the children over the timing of the material. The 

researchers concluded that the TUI afforded a more natural and accessible interaction for the 

children. 

 

Figure 7. LinguaBytes’ interface (Hengeveld et al., 2009) 

Another tangible interface was developed for interactive storytelling for the same user population 

(Hummels et al., 2006). Explorascope (E-scope) consists of a wooden toy in the shape of two 

rings, one non-moving ring on the bottom and a rotatable one on top, that is wirelessly connected 

to a computer with a screen. The toy was designed to implement an interactive story telling 

activity for use in the context of communication and language therapy. It could be used in 

different ways. One method was to move it over tagged images placed on the floor. Motions 

would activate a story line corresponding to the chosen images. Another method was to rotate its 

upper ring that moved over images placed under the cover of the toy. To choose a specific image 

or symbol, the user had to rotate the upper ring until the image was visible through an opening in 

the cover. A prototype of the system was developed and a preliminary experiment was conducted 
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with three children with multiple disabilities. Observations from the experiment were overall 

positive and showed that two of the three children were motivated to interact with the toy. The 

therapists who were present at the experiment believed the approach was promising because of 

its adaptability, playful approach and integration of multimedia material. 

The flexibility of TUIs has prompted their use as accessible interfaces for children with 

disabilities. One of the design issues for assistive technology is the diversity of user needs. The 

standard desktop input and output devices, such as the mouse, keyboard and monitor, pose many 

challenges for users with disabilities, such as the need for fine motor skills and good vision. It is 

easy to see the appeal and potential of developing TUIs that are easier to use by this population. 

In fact, many technological alternative input methods such as single and puff switches share the 

aim of transcending the conventional desktop paradigm with TUIs.  

For assistive applications, the flexibility of TUIs not only allows for a more diverse user 

population but also allows for the development of general customizable frameworks that can be 

customized based on the scenario of use. Individualized education programs for people with 

disabilities are long recognized as good examples in which an awareness of the ecology of the 

particular user with respect to a team solution is used to address the complexity of the individual 

requirements (Chang & West, 2006; Rainforth & York-Barr, 1993). This approach is previously 

recommended for language intervention systems (Eriksson et al., 2005) where it is desirable to 

provide the SLP with a general customizable framework that he or she can adapt based on the 

needs of each client. 
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6.4.4. Movement and Engagement  

Next, I examine how the engagement of movement can support an increased sense of presence, a 

sense related to the level of engagement in an experience (Steuer, 1992). Specifically, the 

support of this sense by TUIs will be examined.  

Results from virtual reality (VR) research literature have demonstrated the importance of bodily 

movement in the user‘s experience of presence and telepresence (Slater et al., 1998; Slater & 

Usoh, 1994), where presence is defined as the sense of the user‘s experience of being in an 

environment through technology (Gibson, 1979), and telepresence is defined as presence through 

a communication medium (Steuer, 1992). Slater et al. (1998) found a significantly positive 

correlation between body movement and presence using an experimental design with movement 

and no-movement conditions. The degree of presence was measured using standardized 

questionnaires. VR research aims to identify factors that contribute to and develop systems that 

afford presence and telepresence. Chief among these factors are vividness, system response 

speed, range of input channels and the resemblance of mappings to real world counterparts. In 

the context of VR, vividness, defined as the depth and breadth of sensory perception, is identified 

as a central factor that affects presence (Steuer, 1992). Depth is defined as the quality or 

resolution of the sensory channels and, breadth is defined as the diversity of sensory channels 

that are engaged. 

The subjective experience of presence in virtual worlds may bear some similarity to the feeling 

of engagement in non-virtual words that include computational objects. Factors that impact the 

former may also be relevant for the latter. Presence is a subjective experience and so far has been 



 

 

 

75 

typically measured using self-reporting, via standardized questionnaires, a method open to 

interpretation and not as precise as objective measurements (Slater et al., 1998).  

VR applications aim to utilize aspects of human perceptual systems that are optimized for 

interactions with the real world and make use of mappings that are adapted and modeled on the 

human body and its real world environment. This goal is similar to the reality-based interaction 

(RBI) approach as implemented by TUIs, where the fitting of the interaction to the user‘s 

perceptual and motor capabilities is seen as the main means to improve usability.  

RBI is an approach in which interaction is based on real life approaches and capitalizes on 

people‘s extant knowledge of physics, body awareness and skills, as well as environmental and 

social awareness and skills (Jacob et al., 2008). An important motivation for this is that ―basing 

interaction on pre-existing real world knowledge and skills may reduce the mental effort required 

to operate a system because users already possess the skills needed‖ (Zukerman et al., 2005). In 

other words, this approach aims to create natural and intuitive interactions based on the user‘s 

experience in the physical world. This approach has been used for the augmentation of everyday 

objects, for example ―musicBottles‖ (Ishii et al., 2001), in which different musical sounds are 

stored in a set of augmented physical bottles and can then be played back by opening the bottles, 

and ―I/O Brush‖ (Ryokai et al., 2004), in which an augmented brush allows young children to 

―pick up‖ colors and patterns from objects and apply them to a digital canvas. These interfaces 

explore new functionality and artistic expression through computational interfaces.  

A conjecture of TUIs is their support of empathy, in the sense of engendering an emotional 

connection with a virtual persona or character. For instance, Johnson et al. (1999) developed a 

TUI in the form of a plush toy, which had a virtual counterpart on a computer screen. When the 
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children moved the plush toy, its movements, captured by gesture recognition software, were 

reflected on the virtual counterpart. The researchers hypothesized that touching and moving a 

physical version of the virtual character helped children relate to the character more closely. The 

quality of empathy is often discussed in the context of sympathetic interfaces, which are 

characterized as interfaces that provide a correspondence between physical manipulation and 

digital effects. These interfaces are hypothesized to be helpful by interpreting the user‘s actions 

given the context, as well as being inviting and friendly (Johnson et al., 1999). In previous 

research, the importance of interactive systems that incorporate emotional as well as functional 

or cognitive elements into the interaction is recognized and encouraged (Picard, 2000). 

6.5. Design Approaches Relevant to TUIs 

The novel characteristics of TUIs have given rise to introspection into the processes whereby 

computational media are designed. User-centered and usability design arose in tandem with the 

increasing prevalence of GUI-based interfaces in traditional desktop computing. Presently, 

renewed design approaches, such as reflective design (Sengers et al., 2005), thoughtful 

interaction design (Löwgren & Stolterman, 2004), and ludic design (Gaver et al., 2004) are 

emerging and explicitly seek to apply critical thinking to the design process and resultant 

computational media..  

Dunne (1999) observes that computer technology has matured to a point where it is possible to 

apply art concepts such as provocation, ambiguity and strangeness to explore the aesthetic 

potential of computational artifacts. TUIs have been used in areas such as cinema or visual arts 

to provide a depth of experience to the user and to invite reflection of one‘s own subjective 

experience into encounters with art works. The two aspects to electronic objects stand in tension: 
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the solidity of their physicality and the fluidity of electronic behavior. Design will thus link these 

two aspects: the material and immaterial. By designing objects in such a way as to simulate or 

project human psychological desires and needs, it becomes possible for the user to experience 

new narrative situations in which the object has an active role. This approach is already realized 

in projects such as eyeLook and Connectibles. For example, in the eyeLook project, eye contact 

sensing is used to enable mobile devices to be used as interfaces that act on innate human 

nonverbal turn taking cues (Dickie et al., 2005). In Connectibles, computational objects are used 

as interactive gifts to establish social connection between members in a social network 

(Kalanithi, 2007). Thus, TUIs can support social values, such as gift sharing and the use of social 

conventions such as eye contact for interaction (Jacob et al., 2008).   

Dunne (1999) advances the argument that designers should go beyond relentless innovation for 

its own sake and should apply critical thinking to their designs. Ideas and values embedded in 

electronic objects are not immutable but man-made. By applying their knowledge and worldview 

to the design of electronic artifacts, designers, in effect, embed their conscious or unconscious 

values into their creations. The electronic object is a crystallization of the designer‘s vision: a 

vision formed by his or her particular point of view and value system. That TUIs combine design 

and technology means that social and aesthetic values can be embodied into electronic objects 

through their integration into design. According to activity theory, consciousness is realized by 

what we do in practical everyday life in relation to people and artifacts (Kaptelinin & Nardi, 

2006). Tools are viewed as mediators between people and the world. Thus, the intentionality 

hidden in the design of artifacts becomes an important subject of analysis.  
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Reflective design, another similar approach, emphasizes reflection on the unconscious values that 

are embedded in technology (Sengers et al., 2005). In this method, the user is engaged such that 

he or she can bring unconscious values to the surface so that they are available for conscious 

choice. Sengers et al. (2005) provide several strategies to achieve this goal including giving the 

users license to participate in the interpretation of the design, using digital scaffolding by 

gradually moving from the familiar to the unfamiliar, introducing novel parts of interaction 

slowly, providing dynamic feedback that encourages reflection and inspiring rich feedback from 

the user.  

Löwgren and Stolterman (2004) propose thoughtful interaction design as a methodology to 

enhance interaction design through the application of techniques from disciplines such as 

architecture and industrial design. Thoughtfulness is needed in interaction design because digital 

artifacts affect people‘s lives and unintended side effects might result in unforeseen problems 

and issues. In this approach, the ―good‖ in the design has to be defined with respect to a situation 

and continuously reevaluated with respect to that situation. Two relevant desirable qualities 

proposed for digital artifacts in this approach are tight coupling, which refers to a minimized 

distance between the user‘s intentions, actions and the effects of actions, and pliability, which 

refers to the quality of the material being responsive to the user‘s actions to the point of being 

tactile. Both these qualities are supported by tangible interfaces.  

Another relevant design approach is ludic design that focuses on designing for people as playful 

creatures. This approach designs for curiosity and exploration of new values (Gaver et al., 2004). 

Picard (2000) argues that focus on cognition has inadvertently led to a discounting of emotion in 

interaction, which should be countered by methods that bring sensitivity to user emotions in 
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interface design. This is especially important for learning as it is shown in previous research that 

memory for items encoded in a positive emotional context is improved, compared to neutral or 

negative contexts (Erk et al. 2003). Furthermore, declarative memory formation is found to be 

enhanced in emotional contexts (Brierley et al., 2007). Thus, learning might be enhanced by 

incorporating ludic elements into the design.  

The design approaches outlined above provide valuable ways for the designers of TUIs to 

explore the design space and make decisions pertaining to the affordances of the system and 

quality of interaction.   
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7. Assessment  

An assessment of an intervention system may address several questions: what is the relative 

efficacy (i.e., in terms of significant therapeutic effects caused by it and how do they compare 

with other extant interventions) of the intervention? Are there any adverse effects? What are the 

effects of the longitudinal change on the intervention effects? What data concerns the big picture 

that captures the complexities of the learning process? When there are several aspects present in 

the intervention, how to evaluate the effect of each aspect separately and compare it with 

alternative approaches?  

There are two dependent variables of interest in evaluating learning and therapeutic systems. 

Knowledge retention refers to how well learned concepts are retained. In this case, the retention 

of the learned pronunciations after interaction with the system should be evaluated. 

Generalizability refers to whether learned concepts are applicable to everyday situations outside 

the context of learning or intervention. In the case of the proposed system, it should be examined 

whether the usage of the learned pronunciations are limited to the context of therapy or 

generalized to everyday speech.  

With respect to the above questions, there are several challenges in the evaluation of user 

interfaces and more generally, systems designed to achieve clinical objectives for speech 

intervention. These challenges involve both methodological issues, which concern the design of 

experiments suitable for the measurement of specific effects in terms of quality and quantity, as 

well as, logistical issues, that concern the selection of participants as well as facilitating 

participation.  
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In this section, various evaluation methodologies that exist will first be examined. The 

challenges of this application domain and the shortcomings of common evaluation 

methodologies will be examined. Alternative methodologies that have been used successfully to 

evaluate similar therapeutic and training systems are discussed. This is followed by an in-depth 

case study of the evaluation of Fast ForWord, a popular computer language intervention system.  

7.1. Challenges  

Traditional experimental design is a well-known method for testing hypotheses about properties 

of user interfaces. This method is oftentimes used to examine hypotheses that concern 

psychological phenomena or medical interventions, but also could concern the use of software 

systems. Experimental design usually involves using control and treatment groups that are 

exposed to conditions that differ from each other only in the factors that are under study. 

Randomized Controlled Trials (RCTs) are a popular form of experimental design in which the 

subjects are randomly assigned to one or more conditions, whose effects are then compared after 

the conclusion of the experimental trials (Pelham & Blanton, 2007). There are different 

variations of the method that, for example, involve using different groups of participants for each 

condition (known as a between-subjects design) or using the same group of participants for every 

condition (known as a within-subjects design). Various measurements are taken under each 

condition and compared, resulting in the acceptance or rejection of a hypothesis regarding the 

effects of applying the specific conditions (Pelham & Blanton, 2007). In user interface design, 

the hypotheses are formed in terms of predictions about various properties, such as ease of use, 

speed and accuracy that the system may afford during interaction. In the case of speech 

intervention, the hypotheses concern predictions about various improvements of speech, as 
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measured by standard speech tests, following the intervention and maintained in the period of 

time following withdrawal of the ―treatment‖.  

In the evaluation of the efficacy of complex systems such as one that uses both ASR and a TUI, 

an important issue is disentangling the impacts of each of these components on the overall 

intervention. The evaluation of an intervention as a sum of its parts is difficult. This difficulty, 

for instance, is seen as the cause of a shortage of experimental research comparing the actual 

benefits of TUIs and equivalent graphical representations (Marshall, 2007). As well, it is known 

that in the absence of any formal intervention, there is still some skill acquisition due to 

naturally-occurring cognitive development and maturation. A major advantage of the RCT 

methodology is the simplification: if variations of the intervention are created such that they only 

vary in only the aspects under study.  

The shortcomings of the RCT methodology for evaluating interfaces developed for people with 

disabilities have been recognized previously (Lazar et al., 2010). The main reason is that 

research in this realm is often exploratory and is ―a hybrid of quantitative and qualitative 

research or primarily qualitative‖ (Lazar et al., 2010). Experimental design requires the control 

of the experimental conditions, which is difficult to accomplish in a target population of people 

with disabilities. The diversity of the population is often connected to confounding factors. Many 

members of this population have multiple forms of physical and mental disabilities that differ 

from person to person. Also, it is often the case that many of the subjects have had exposure to 

various other forms of intervention and this may have an effect on their interaction with the 

system under study. In addition, subjects have changing health and living conditions, any of 

which may affect the experimental conditions.  
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An alternative design is small-n design in which conditions as applied to a small number of 

individuals are studied closely. Rather than using one or more groups of subjects, this approach 

focuses on a small number of participants who are representative of the user population. These 

studies provide more detailed information about the participants and their interactions. In 

assistive technology, where research is oftentimes exploratory and using a small number of 

participants at the early stages of research is a priority, this type of study is common practice 

(Lazar et al., 2010). In the presence of significant results, the researchers can validate the results 

of a small-n study for larger groups of users by replicating the experiments for larger groups of 

participants (Taber, 2000). In the absence of definite results and where mixed results are 

observed, the research can perform a Power Analysis to decide the sample size that would yield a 

definitive answer to whether the effects are significant or not (Fails et al., 2005).  

In the case of speech intervention systems, there are additional factors that contribute to the 

complexity of the assessment. An important target user population is children, which means the 

experiments will involve additional logistical efforts. For instance, these subjects require 

accompaniment and supervision. Also, informed consent is required, which must be obtained 

from the child‘s legal guardian and who might be biased against or towards different types of 

interventions (possibly impacting the experimenter‘s ability to obtain consent). There are specific 

difficulties that arise with assessing therapeutic and learning effects, specifically the determining 

length of the duration that is needed over which significant results, if produced, may be 

reasonably observed. There are also challenges in implementing the random assignment of 

conditions; parental bias towards various forms of intervention or teaching method which might 

lead parents to interfere with the effects by communicating, sometimes unconsciously, 

expectations or doubts to the children (Loeb et al., 2001). There is also the difficulty of 
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separating individual teacher or practitioner effects from program effects (Lillard, 2007). A 

solution to this might involve choosing participants from the clients of practitioners or teachers 

with similar methods. This may increase the internal consistency (i.e., the measurement of 

effects with accuracy within the participant group) of the study but might compromise the 

external consistency (i.e., generalizablity) of the study‘s results. Another solution involves 

pausing any intervention programs other than the one under study for the duration of the study. 

This solution would deprive participants of positive results that would have occurred due to 

paused interventions. 

7.2. Assessing Computer Language Intervention: Fast ForWord  

In this section, Fast ForWord, is examined in more detail, with a particular focus on the 

methodologies that were used for its evaluation. Fast ForWord provides intervention that aims to 

improve speech comprehension. It is among the most popular and most studied computer 

language intervention systems and successfully uses games and computer activities to deliver 

language intervention.  

The design of Fast ForWord was based on two conjectures. The first is that many language 

capacities and not only speech are based on skills that involve the processing of rapidly changing 

sensory inputs; these temporal skills are recruited not only for the perception and reception of 

speech sounds, but also its production (albeit indirectly) (Tallal, 1980, 1990). For example, the 

targeted deficit causes children to have problems discriminating between many speech syllables, 

such as [ba] and [da], ―which are characterized by very rapid frequency changes or formant 

transitions that occur during the initial few tens of milliseconds‖ (Tallal et al., 1996). The 

targeting of speech comprehension serves to improve underlying temporal processing skills, in 
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this case the recognition and sequencing of the spectrotemporal structure of speech. Carry-over 

effects are hypothesized to other language capacities that entail the temporal processing (Tallal, 

1980, 1990). The skills targeted included: In tone discrimination, detection of individual 

phoneme changes, matching phonemes to a target, identifying matched syllable pairs and 

discriminating between minimal pair words. 

The second conjecture is that these temporal processing abilities can be improved through 

exercises and that the exercises can make use of scaffolding. Scaffolding is a technique where 

skills are mastered at a slower speed which is then increased and each step is based on 

improvements gained earlier. Fast ForWord implements this scaffolding through a suite of 

exercises that are delivered to the children in the form of graphical computer games and 

computer-based activities. The initial exercises make use of specially modified speech in which 

the speed of change of the critical formant transitions has been slowed down (Gilliam, 2008). 

This modified speech is easier for children with language comprehension impairments to 

understand. Thus, the instruction involves modifying the speech signal to a slower rate and 

gradually reducing the changes (i.e., speeding up the transitions until they are the same as the 

original speech) as improvements in the comprehension and creation of speech are detected 

(Merzenich et al., 1996).  

In sum, the design of Fast ForWard is thus based on these conjectures: first, that deficits in skills 

involving temporal processing of rapidly changing sensory inputs are a cause of many speech 

comprehension and production errors, and second, that these deficits can be reduced or 

eliminated by using computer-based games and activities that involve scaffolding in the form of 



 

 

 

87 

using speech in which transitions between sounds are slowed down initially and gradually are 

speeded up.  

Fast ForWord was designed to target relevant brain regions that process fast-changing acoustic 

input. Temple et al. (2000) used the Functional Magnetic Resonance Imaging (fMRI) brain 

imaging technique to confirm changes in brain activity in children with developmental dyslexia 

after using the program. Two groups of children, one with developmental dyslexia and one 

without this condition participated in the experiment. fMRI scans of both groups were taken 

before the intervention. Children with dyslexia then used FastForword for 28 days for 100 

minutes per day. Three sets of behavioral tests, evaluating early reading skills, were conducted 

before and after the intervention. The tests were the Comprehensive Test of Phonological 

Processing (CTOPP) (Mitchell, 2001), the Clinical Evaluation of Language Fundamentals 

(CELF–3) (Semel et al., 2000), and the Woodcock Reading Mastery Test (WRMT-R) 

(Woodcock, 1987). After the intervention, it was observed that for children with dyslexia several 

brain regions, including the temporo-parietal region and the left frontal region showed increased 

activity. Both of these regions typically have reduced activity in children with dyslexia compared 

with children without this condition. Behavioral tests repeated after the intervention showed 

improvement in the reading skills of the children. The researchers concluded that children with 

dyslexia have reduced cortical activity in the mentioned regions and that this activity can 

increase with the use of the Fast ForWord intervention.  

Different versions of the program have been developed that use the same strategy to target 

language skills other than speech comprehension. Fast ForWord-Language (FFW-L) not only 

targeted speech reception skills but also reading skills. In addition to skills targeted in the 
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original version of the program, the skills of recalling commands, and comprehension of 

grammatical morphemes and complex sentence structures, among others, were also addressed 

(Gilliam, 2008).  

The developers of Fast ForWord claimed that training with the system for only six weeks would 

translate into one to one and a half years of gains compared with absence of intervention 

(Merzenich et al., 1996; Tallal et al., 1996).  

Two influential and controversial studies investigated specifically the impact of the Fast 

ForWord intervention and confirmed the two conjectures at its core (Merzenich et al., 1996; 

Tallal et al., 1996).  

In the first study, seven children between the ages of five and nine with language learning 

disabilities received three hours of language intervention daily totaling sixty hours over four 

weeks. The intervention consisted of playing two games in the Fast ForWord suite, called 

―Circus Sequence‖ and ―Phoneme Identification‖, in addition to eight other speech and language 

exercises presented by trained SLPs. All the exercises used recorded modified speech. The 

children also listened to one to two hours of stories with modified speech every day. At the end 

of the training phase, the children improved significantly on measures of speech discrimination 

and language comprehension. There were no control groups.  

A second study was conducted, this time with a larger participant group totaling twenty-two 

children from five to ten years old with language impairments who were divided into two 

matched groups, based on age and language skill level. All children received three and a half 

hours of language intervention and one to two hours of listening to stories at home. However, 
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one group received exercises and stories in which recorded modified adaptive speech was used, 

and the other groups received exercises and stories that used unmodified natural speech. After 

training, both groups showed statistically significant improvements. However, a significant 

between-group difference was observed in the areas of temporal processing, speech 

discrimination and grammatical comprehension, where the group that received intervention with 

modified speech showed significantly greater improvements. No significant between-group 

difference was observed for improvement to language comprehension. The children in the group 

that received intervention with modified speech were retested six weeks after intervention and it 

was observed that the gains were retained. The authors concluded the computer training, 

especially training using modified speech, was effective at improving underlying language skills, 

especially temporal processing. 

A number of independent studies have questioned the results of the first two studies and have 

suggested that the modified speech approach does not have significant advantages over similar 

methods (Gillam et al., 2008; Loeb et al., 2001; Pokorni et al., 2004). In the following sections, 

these studies and the methodology used are briefly reviewed.  

7.2.1. Assessing Fast ForWord Using Randomized Controlled 

Trial Studies  

As mentioned in section 7.1, Randomized Controlled Trials (RCTs) are an established method 

for comparing the effects of conditions using experimental trials (Pelham & Blanton, 2007). 

Pokorni et al. (2004) conducted a RCT study of Fast ForWord with fifty-four children with 

language and reading skills that were at least one year below their grade level. The children were 

randomly assigned to one of three possible interventions: (a) FFW-L, a version of Fast ForWord 



 

 

 

90 

described before, (b) Earobics (Cognitive Concepts, 2000), a computer reading intervention 

system, and (c) the Lindamood Phoneme Sequencing Program (LiPS) (Lindamood & 

Lindamood, 1998), a non-computerized intervention program, both mentioned in section 3. The 

children received three hours of daily intervention for twenty days. The researchers conducted 

tests on three subsets of the Clinical Evaluation of Language Fundamentals, Third Edition 

(CELF–3) (Semel et al., 2000). The measured subsets were (a) Concepts and Directions, (b) 

Recalling Sentences and (c) Listening to Paragraphs. The assessments were conducted four to six 

weeks prior and six to eight weeks after the completion of the intervention. No significant 

differences among the interventions were found. These results were confirmed by another similar 

RCT study (Cohen et al., 2005). 

Another study used an even larger number of participants. Gillam et al. (2008) divided two-

hundred and fourteen children into four groups. Each group used one of four language 

interventions for five days per week over six weeks. The interventions were (a) FFW-L, (b) 

academic enrichment (AE) which consisted of a suite of computer games that were designed to 

be educational but not to address any language skills, (c) computer-assisted language 

intervention (CALI), which consisted of seven computerized instructional modules selected from 

the Earobics software (Cognitive Concepts, 2000) and Laureate Learning software (Semel, 

2000; Wilson & Fox, 1997), and (d) individualized language intervention (ILI), a suite of non-

computerized exercises and activities typically employed in SLP therapy. The last intervention 

was provided by a SLP whereas the other interventions were provided by a computer. The 

Earobics/Laureate Learning software-based exercises were similar to the ones provided by 

FFW -L in that they targeted cognitive, processing, and language skills, but without the use of 

modified speech.  
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Two measures were used to assess the effects of the interventions. The first measure was 

backward masking (Marler et al., 2001), which measures an individual‘s ability to distinguish 

between sounds in time. This measure evaluates the ability to recognize a sound that is followed 

rapidly by another sound (i.e., mask). The second measure was derived from the Comprehensive 

Assessment of Spoken Language (CASL) (Carrow-Woolfolk, 1985), a norm-referenced, 

standardized test of expressive and receptive language. Five subsets of the suite (Antonyms, 

Syntax Construction, Paragraph Comprehension, Nonliteral Language, and Pragmatic Judgment) 

were used and a sum of scores from them was calculated. A high degree of correlation among 

measurements derived using these five suite subsets suggests that they all measure the same 

underlying language skill (Gillam et al., 2008). 

The children were tested immediately after treatment, three months after treatment and six 

months after treatment. Immediately after the treatment, all children improved significantly as 

measured by the backward masking and CASL tests. Also, all conditions lead to improvements 

in the measures skills and there was no significant difference between the conditions. However, 

at the six-month follow-up point of measurement, children in the two conditions that involved 

language-specific computer exercises, FFW-L and CALI, showed higher phonological awareness 

scores than children in the other two conditions; thus, retention was higher for language-specific 

computer-based interventions. The results showed that the FFW-L approach, which employed 

the use of modified speech, was not more effective than the other language-specific computer-

based interventions or other computer-based interventions, for example the exercises used in 

CALI, that target similar language skills.   
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The researchers stated that, due to the absence of a control group with no intervention, it was 

difficult to attribute whether the improvements were the result of the interventions or other 

confounding factors, such as practice effects, maturation or spontaneous recovery. If the 

improvements were due to the interventions, then computer-delivered training has potential to be 

as effective as human-delivered training. On the other hand, if the results were due to 

confounding factors, then all methods are similarly ineffective. The researchers conclude that the 

results suggest that intervention, in the form of intensive daily experiences in listening and 

responding to verbal input, had a positive effect on language skills, whether delivered by a 

computer software program or a human agent. 

7.2.2. Assessing Fast ForWord Using Case Studies   

All of the independent studies reviewed in the previous section, demonstrated the effects of 

different intervention conditions using experimental designs with relatively large groups of 

subjects. Another evaluation methodology is the in-depth case study. The case study focuses on a 

small number of individuals. These studies often involve obtaining a large number of 

measurements over a long period of time (Lazar et al., 2010). These studies are especially useful 

in the presence of many inter-related factors. In these cases, taking one or two measures might 

not be enough to capture the ―big picture‖ and provide a complete characterization of the effects 

of an intervention.  

Loeb et al. (2001) used this methodology to examine the effect of using FFW-L in the home 

setting. They conducted four case studies, each for a child with language impairments. The 

researchers stated that, rather than examining specific effects of the program (i.e., efficacy), they 

aim to uncover areas in which large or consistent changes might be observed by surveying a 
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large number of measures. To this end they chose to use a case study design that allows a more 

in-depth study of a few participants and the use of many measures.  

Various sets of measures were used in the study. The Test of Language Development-Primary 

(TOLD-P) (Newcomer & Hammill, 1982), the Token Test for Children (DiSimoni, 1978), and 

the Goldman-Fristoe Test of Articulation (GFTA) (Goldman & Fristoe, 1986) were used to 

assess speech comprehension and articulation. The Developmental Sentence Scoring (DSS) (Lee, 

1974) was used to assess changes over time in the syntax used by children in their oral 

narratives. It also assessed the use of grammatical devices in spontaneous speaking tasks. The 

Criterion Referenced Inventory of Language-Pragmatics (CRIL-P) (Wiig, 1990) and the 

Pragmatic Protocol (Prutting & Kirchner, 1987) were used to assess changes in pragmatic skills 

that affect communication competence. The first assessment tool allows for a structured 

elicitation of speech acts whereas the second assessment tool allows for the assessment of 

linguistic and paralinguistic features of a conversation and for the evaluation of the extent to 

which problem behaviors interfere with the conversation as a whole. Finally, three sets of tests, 

the Test of Phonological Awareness (TOPA) (Torgesen & Bryant, 1994), the Woodcock Reading 

Mastery Test – Revised (WRMT-R) (Woodcock, 1987) and the Gray Oral Reading Test-3 

(GORT-3) (Wiederholt & Bryant, 1992) were used to assess changes in reading.  

All the children showed improvements after using FFW-L in their homes. However, the 

observed improvements were more moderate than those previously reported. Only 32% of the 

assessed standardized language measures improved significantly, and of these, only 61% were 

retained after three months. In a closer examination, it was discovered that there were no 

consistent pattern to the improvements. More importantly, the effects might not have been due to 
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using the specific approach of FFW-L with modified speech. Instead it might have been the 

game-like characteristics of FFW-L combined with the encouragement of administering parents 

that provided benefits. The researchers concluded that using speech in the context of games 

benefitted the children in the case studies. However, in the case of FFW-L, the magnitude, 

generalizability and retention of the developed skills were not as dramatic as originally reported 

(Merzenich et al., 1996; Tallal et al., 1996).    

7.2.3. Summary   

An examination of the methodologies used to assess Fast ForWord provides insights that will be 

applied to the assessment of the proposed system. RCTs and case studies are different 

methodologies, which provide answers to different questions. Case studies allow for more in 

depth and comprehensive examination of the effects of a specific intervention. They are 

especially useful for examining system designed for diverse user populations such as people with 

disabilities. On the other hand, RCTs can answer precise questions about the relative efficacy of 

interventions.    

  



 

 

 

95 

8. A Brief Description of the Tangible Toy  

This document discussed and synthesized prior work relevant to the development of a computer 

speech intervention system that involves the combining of ASR and TUIs in the form of a digital 

toy that will be prototyped within the context of my dissertation. As described in section 3, a 

central part of the proposed system is the development of D-Toy, an interactive tangible toy that 

that will be used by children. To contextualize further this undertaking in the light of the 

reviewed research, research results pertaining to the design of D-Toy will be briefly described 

here.  

In the planned dissertation, ASR and TUIs will be combined in the design of D-Toy such that 

game play requires the use of speech and movement in the support of speech intervention. No 

prior intervention system has combined this technology with ASR. TUIs will be used to achieve 

two key results in the proposed system; they will be used to engage motor movement in addition 

to speech and they are used to divorce the toy (from the perspective of the child) from the 

computer and thus increase novelty and immersion in the game.    

The proposed system allows a shift in focus from providing accurate feedback to creating an 

engaging and pleasurable interaction for the child. This approach will simplify the interaction for 

the child and allows him or her to focus on intuitive language learning skills rather than 

deciphering complex computer feedback. Inexact results (i.e., those identified by the ASR 

system with low confident scores) will be disguised as feedback incorporating and supporting 

uncertainty, a desirable game characteristic. The performance of the child during game play will 

be monitored by the system and dynamic difficulty adjustment will be used to maintain 

engagement with the game. 
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In the light of the various factors that can affect the interaction and the novelty and exploratory 

nature of the project, in depth case studies with a small number of participants over longer 

periods of times is an appropriate assessment methodology for the evaluation of the system, 

especially the interaction with D-Toy. 
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9. Conclusion 

In this document, I have discussed and synthesized previous research that is relevant to the 

following questions outlined in section 1: what previous work has been conducted that involves 

the design of computational media intended for language intervention? To what extent has ASR, 

TUIs and game design have been used in the development of computer language intervention 

programs, on their own and in combination with each other? What is the nature of the evidence 

that supports the design rationale of combining TUIs and ASR in a speech intervention system? 

What assessment methods have been previously used for the evaluation of similar approaches to 

speech intervention? What research questions have been raised in this area?  

This review has demonstrated that game design and ASR have been previously used for speech 

intervention for children. In section 4.1, two such systems, ARTUR (Bälter et al., 2005) and Box 

of Tricks (Vicsi et al., 2000), are reviewed. Additionally, a novel use of Speech Viewer II, 

originally developed for adults, for intervention for children along with a related prototype were 

also examined (Öster, 1995; Öster et al., 2003).To a much smaller degree, TUIs have been as 

well: LinguaBytes (Hengeveld et al., 2009) and E-scope (Hummels et al., 2006) are two 

interfaces developed to aid with speech intervention for children. However, despite this previous 

work, important possibilities, such as combining ASR and TUIs, remain unexplored. No system 

has so far used a combination of these techniques and technologies to address speech 

intervention. 

Section 2 addressed the topic of the current non-digital methods for speech intervention that are 

in use for the population of children with speech sound disorders. Speech sound disorders, lower-

level disorders that have various causes and generally occur in children, were described. 
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Individuals in the target user population need speech intervention that can alleviate or eliminate 

speech errors, improving communication and social interactions. This population forms the 

largest subgroup of children with speech or language disorders. Many interventions that address 

these disorders are especially suitable to be supplemented by digital systems because they 

involve the elicitation and repetition of spoken utterances chosen to include the problematic 

sounds. This can be simulated using automatic systems.  

This section also discussed research that shows that behavior-based therapies involving intensive 

face-to-face sessions with a SLP are, in general, effective for the alleviation or even elimination 

of speech disorders. Furthermore, games that involve ―low-tech‖ props, such as dolls and 

pictures are often employed during intervention sessions. The use of imitation or auditory 

stimulation that involves the correct repetition of a mispronounced utterance without any further 

explanation followed by trial by the client is widely used and suggested to be the first method 

that should be used for speech elicitation. Also, it is noted that for proficient learners detailed 

feedback is not necessary and a redirection to the correct alternative, is often enough for 

correction. This is relevant to the proposed system because it is intended to supplement rather 

than replace intervention provided by the SLP. In this sense, detailed corrective feedback is 

provided by the SLP and the proposed system supports the continuation of the exercises in the 

absence of the SLP. 

Section 2 also set out a broader framework of systems that are intended to intervene and bring 

about speech modification: rehabilitative systems aim to improve speech impaired due to disease 

or accident, and training systems aim to improve skills in a new language or dialect and/or to 
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reduce accent. Intervention systems aim to correct or improve speech errors due to congenital or 

acquired speech impairments.  

Section 3 provides an overview of the planned dissertation work, which frames the questions 

pursued here in this document. 

Section 4 provided a review of systems that use ASR for intervention, rehabilitation or training. 

From this review, the following points can be taken away:  

 Extant ASR engines have been developed for use by people with standard speech, for the 

most part. Deviations in input speech from the training models that are based on standard 

speech result in recognition errors and the presence of low confidence recognition scores. 

Systems that have been developed for people with non-standard speech have addressed 

this issue by using input restriction and acoustic training. The first strategy, input 

restriction, is relevant to the proposed project and will be used. It entails configuring the 

ASR engine to expect a restricted set of input words at any point in the interaction, 

thereby simplifying the recognition task and often decreasing recognition errors. 

 ASR technology as of present often provides unreliable and approximate feedback in the 

presence of ambiguous or erroneous speech. This results in unintuitive and inconsistent 

feedback, which user studies consistently reveal to be confusing to users and in some 

cases even worse than no feedback at all.  

 ASR, especially when combined with gaming elements, has been successful in 

motivating children to use their speech when interacting with the systems. Even systems 
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that provide only ―binary‖ feedback (i.e., whether the input speech was recognized or 

not) have been effective in situation in which motivation was maintained.  

A useful observation stemming from section 4 is that ASR is more powerful as a tool to facilitate 

and motivate interaction rather than as a tool to provide automatic analysis and detailed 

feedback. Recognition of these two different and distinct potential roles of ASR is hypothesized 

as a key to its successful development in my planned dissertation work.  

In section 5, serious games, defined as games that have goals other than achieving entertainment 

as their primary focus, are discussed. Previous research was reviewed that shows that serious 

games have been successfully used for learning and rehabilitation. In the context of 

rehabilitation, games were shown to result in increased motivation and led to the patients 

finishing more exercises and achieving better results. One aspect of gaming, the use of 

uncertainty¸ is especially relevant to the proposed project (section 5.4.1). Evidence was reviewed 

that shows how uncertainty often provokes emotional responses and increases engagement in the 

game. With respect to the current project, a promising strategy is embracing the uncertainty in 

the outcome of ASR with non-standard speech as if it were an intentional game-like 

characteristic.  

In section 6, the characteristics of TUIs were examined. Key characteristics of TUIs that make 

them suitable for education and intervention applications were discussed. These include 

tangibility, flexibility and situatedness. Evidence from previous research was presented that 

demonstrates the important of engaging movement for learning and development. TUIs can 

support the tactile-kinesthetic teaching mode that uses movement and touch. Also, they support 

playful learning, as well as, the development of sympathetic interfaces that can engage children‘s 
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emotions and aid in learning. Also, previous research was discussed that points to a deep 

connection between movement and speech, both from a neurological perspective and from 

gesture research (Iverson & Thelen, 1999). Combining TUIs and ASR allows for the engagement 

of both movement and speech. Research was also presented that supports the use of TUIs for the 

development of reality-based interaction (RBI), where the interaction capitalizes on people‘s 

extant knowledge of the physical world. Several TUIs were described and were shown to exhibit 

the qualities described above.  

Finally, in section 7, the question of assessment was addressed. The first issue was noting the 

various purposes that ―evaluation‖ has served in the research literature, ranging from exploratory 

research that involve qualitative aspects of interaction to experimental methods that focus on the 

precise quantitative aspects of systems. In addition, challenges involved in evaluating the system 

for children with disabilities were reviewed. These challenges include difficulty of controlling 

for external factors and the diversity of the target population. Randomized controlled trials and 

case studies of the system Fast ForWord, were examined in more depth in section 7.2. Evidence 

in section 7 shows that in depth case studies with a small number of participants over longer 

periods of times has merits for the evaluation of novel intervention systems, where there are 

many aspects to the interaction and a number of factors might be involved. RCTs were shown to 

be suitable for comparing a small number of factors that differ between variants of an approach 

and need to be measured with precision. 

For my dissertation, I plan to design and develop a speech intervention system for children by 

combining ASR and TUI technologies in the form of an interactive game using a computational 

toy. With respect to the proposed project, I have both reviewed relevant research about similar 
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extant systems and approaches, identifying their issues and strengths, and presented background 

research results that inform my design decisions.  
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