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Abstract. It is shown how to combine the Z formal specification notation [18] with a predicative notation [11],

S0 as to be able to specify and reason about real-time, concurrency, and communication. The integration is carried
out so as to alleviate some of the deficiencies noted with these approaches [5], such as the inability to use Z proof
rules and tools. We demonstrate how to carry out refinement in a number of small examples of writing and refining
heterogeneous specifications of concurrency and communication.

1 Introduction

The Z notation [18] has proven to be useful and appropriate for specifying and reasoning about sequential software and
hardware systems. The strengths of Z include its ability to construct specifications by parts, its growing tool support,
and its proof system. Recent work on Z has studied its applicati@ortourrent systemdn this growing body of

work, there are two general classes of approaches:

1. Extension approachewshich apply Z, perhaps with some strengthening of specification or proof techniques, to
concurrent systems [5].

2. Integration approachesn which the Z notation is combined with notations that are considered better suited to
specifying and reasoning about time or concurrency, e.g., temporal logic, TLA, or CCS [4, 8, 15]

An advantage claimed with extension approaches is that compatibility with existing Z proof techniques and proof tools
can be maintained. A disadvantage claimed of integration approaches is that they may have difficulty reconciling the
semantics of the separate notations [5]. This can result in problems of compatibility with the integrated notation and
existing Z tools and proof rules.

A claim of this paper is that some of the limitations with integration approaches can be resolved, especially in
a setting where refinement is to be carried out. Limitations can be alleviated, providing that Z is combined with an
appropriate compatible notation, and the notation semantics are reconciled in a simple way. Our suggestion is that
preferences of an extension of Z over an integration involving Z are not as cut-and-dried as they may seem, and that an
integration of Z with a notation well-suited to specifying and reasoning about timing, concurrency, and communication
can occur. With such an integration, specifications and reasoning techniques that are comparable to those produced by
the method of [5] can be produced.

In this paper, we present a simple heterogeneous notation, combining Z with predicative notation [11], for spec-
ifying and reasoning about real-time, concurrency, and communication. We show how the semantics of the separate
notations can be resolved, and how the notation can be used in specification, refinement and proof of properties. The
approach is applied in several small specification and refinement case studies. Our emphasis in the integration is on
indicating howalgorithm refinemenith heterogeneous specifications can occur.

1.1 Organization of the Paper

We commence with an overview of previous work, concentrating on the approach of Evans [5]. We also provide a brief
overview of predicative notation. We next explain our approach to integrating notations, and describe how refinement
and proof can occur on heterogeneous notations. This section includes a result which shows that in the heterogeneous
notation, Z specifications can be refined using standard Z refinement laws. Section 4 recounts a technique for using
Z and predicative notation together for reasoning about real-time. Section 5 explains how to specify concurrency, and
presents an example of refinement. Section 6 extends concurrent specification to communication through channels,
and discusses deadlock. The approach is illustrated with several examples. Finally, we discuss the approach and its
limitations, consider tool support, and summarize some further work.



2 Previous Work and Background

A number of different approaches to combining Z, concurrency, and proof have appeared in the literature. The main
body of work in this area is by Duke et al [4], Fergus and Ince [6], Gotzhein [8], Evans [5], and Lamport [15].

The first three integration approaches propose the use of temporal logic in proving safety and liveness properties
of Z specifications, which requires extending Z to temporal logic. With these approaches, temporal logic is used to
reason about the histories of state changes that are produced by Z specifications, though derived inference rules for
inferring temporal properties of Z schemas are typically not produced. Operational styles of reasoning are used to
prove properties by directly examining histories, an approach which is suggested as impractical for all but the smallest
of specifications.

Lamport [15] has suggested an alternative integration approach to concurrency, by integrating Z with TLA. In this
approach, schemas are interpreted as actions, thus allowing use of TLA's assertional inference rules to verify safety
and liveness properties. With this approach, temporal logic operators must still be added to Z, and existing Z proof
tools cannot be used directly.

Evans’ work [5] has instead focused on the direct application of Z to specifying concurrent systems. Evans’ ap-
proach augments traditional Z specifications with an additional specification describing the system’s dynamic be-
haviour (i.e., an ‘external view’ of the system), given in terms of allowable sequences of state changes. Evans produces
proof rules which have been used to verify safety and liveness properties of specifications. The standard Z proof rules
have been strengthened to ensure preservation of safety and liveness. The important goal of Evans’ approach is to
maintain compatibility with existing Z proof techniques, and existing Z proof tools.

In [17], it is shown how to combine Z and predicative programming in order to specify and reason about real-
time and space. It is also demonstrated that the heterogeneous notation can be used to produce simpler, more concise
refinements than with an extended dialect of Z.

2.1 Predicative programming

Predicative programming is due to Hehner [11]. Itis a program design calculus in which programs are specifications. In
this approach, programs and specifications are predicates on pre- and poststate (final values of variables are annotated
with a prime; initial values of variables are undecorated). The weakest predicate specificatiftrige”), and the

strongest specification is (“false”). Refinement is just boolean implication.

Definition 1. A predicative specificatioR on prestater and poststate’ is refined by a specificatioQif Vo, o’ - (P <

Q).

The refinement relation enjoys various properties that allow specifications to be refined by parts, steps, and cases.
Since refinement is just implication, carrying out a refinement is equivalent to carrying out a logical proof. Therefore,
the refinement rules of predicative programming are laws of boolean logic; see [11] for a list.

Predicative specifications can be combined using the familiar operators of boolean theory, along with all the usual
program combinators. The program combinators include sequengjrgglection if-then-else), repetition vhile-
do), and procedure call. The notation also hdsaae construct. The specificatidrame w - P means that predicate
P can change variableg, but no other variables; if the state consists of disjoint collections of variabéeslp, then
frame w - P is equivalent tqP A p' = p).

One particular novelty with predicative programming is thetursiveprograms can be developed rather than
iterative programs, using recursive refinement rules. For example, in a refinemeBt step (whereS andP are
specifications), specificatida can refer toS; this is a recursive call. It has been suggested that this simplifies the
process of developing certain programs [11], since in particular it eliminates the need to construct inbef@ets
developing loops.

Predicative programming, as defined in its standard reference [11], is well-suited to specifying and reasoning about
real-time, concurrent, and communicating systems. A variant theory, presented in [12], maintains all the useful laws
and theorems of [11], but allows specification of intermediate states of a computation. This is useful in talking about
concurrent systems, and properties like liveness.

In the modified theory, state variables are treated as functions of time. The value of vardabilmet is xt. An
expression likex + y is a function of time; its argument is distributed to its variable operands as follaasy)t =



xt 4+ yt. Standard programming notations are defined as follows.

ok = t'=t
x:=e = t'=t+1AXt =etAyt =ytA...
P.Q = It":t<t" <t P/t AQt" /1]
if bthenPelseQ = btAPV-btAQ

(Here, it is assumed that an assignment takes 1 unit of time, and no other program takes time. This could be general-
ized.) Recursive calls are allowed, providing that time is accounted for before the call. So, if a specHiéatieined
by specificatiors, thenS can make recursive calls B providing that time is increased before the call.
To retain the look-and-feel of the original predicative notation, we follow the suggestion of [9] anxdarse and
X' for xt when we do not need to talk about intermediate states.

2.1.1 Bunch notation Bunches are used in [11] as a type system. A bunch is a collection of values, and can be
written as in this example2, 3, 5. Some bunches are worth nhaming, sucmal$ (the empty bunchyat (the natural
numbers)xnat (the extended naturals, which includg), int (the integers), and so on. More interesting bunches can
be written with the aid of the solution quantifigrpronounced “those”, as in the examgie int - i2 = 4. We use the
asymmetric notatiom, ..nfor §i : int-m<i < n.

Bunches can also be used as a type system, as in the declaation nat (perhaps with restrictions for easy
implementation).

A:Bis a boolean expression saying tidas a subbunch oB. For example,

2 : nat nat: int

We write functions in a standard way, as in the examte: nat- n + 1. When the domain of a function is an
initial segment of the natural numbers, we sometimes use a list notation3assin2; 5]. The empty list ignil]. We
also use the asymmetric notatipr ..n] for a list of integers starting wittn and ending befora. List length is#, and
list catenation is". By lettinglist = AT : Alist - 0, ..#t(list T) — T thenlist T consists of all lists whose items are of
typeT.

2.1.2 Concurrency Predicative programming includes notations for concurrent specification and for communica-
tion. Combined with the aforementioned notion of time, this allows for specification and refinement of real-time,
concurrent, interactive systems. See [11, 12] for a number of detailed examples.

In predicative programming, the independent composition opeltaapplied to specificationB andQ is defined
so thatP || Q (pronounced P parallel Q") is satisfied by a machine that behaves accordin® nd at the same
time, in parallel, according t@. The formal meaning df is as follows. We first definait as a specification whose
execution takes an arbitrary amount of time and leaves all other variables unchanged during that time.

wait=t' > tAVt :t<t' <t . (ot" = ot')

Then independent composition can be defined as followss Batlw be bunches of variables, aRtandQ specifica-
tions. Then

(framew- P) || (framev-Q) =
frame w- P A frame v- (Q. wait) v frame w - (P. wait) A frame x- Q

Informally, if P leaves a variable unchanged, th@metermines the final value, while @ leaves a value unchanged,
P determines its final value. The time for the independent composition is the maximum of the process times.

2.1.3 Communication Communication between processes is by any number of named channels. Communication
on a channet is described by two constant infinite lid#& andT, called themessage scrindtime script and two

extended natural variables andw; called theread cursorand thewrite cursor The message script is the list of all
messages that pass along the channel, while the time script is the corresponding list of times that the messages were



or are or will be sent. The read cursor is a state variable saying how many messages have been input on the channel,
the write cursor is a state variable saying how many messages have been output on the channel.

Here is an example: it says that if the next input on chaaigeéven, then the next output on chandelill be T,
otherwise it will be L.

Mgwg = ever{Mcr¢)
Four programming notations are provided for communicationclet a channel.
C? = re:i=rc+1
C = Mc(re—1)
cle = Mc(We) = eATe(We) =tA (We :=we+ 1)
7c = Te(re) <t

c? specifies a computation that reads one input on chamféie channel nameis used to denote the message that
was last previously read on the chanrd specifies a computation that writes message channet. And ’cis a
boolean expression that is true if and only if there is unread input available on clegitiglsometimes pronounced
“probec”).

Channel declaration introduces a new channel within some local portion of a specification. A channel declaration
applies to what follows it. The syntax and semantics of a channel declacajmpiied to specificatioR is

chanc: T-P = dMc:list T-3T: list xnat- var re,w, : xnat:=0- P

T is the type of communications on changellime is of type extended natural, but could also be extended integer,
rational, or real. The channel declaration also sets the read eyiead write cursowy to initial valueO.
Here is an example of two concurrent processes communicating on cltannel

chanc:int-cl2 || (c?.x:=c)

The process that putson the channed can be executed in parallel with the process that reads an integer from channel
¢ and assigns this value 10 Simplifying, using the definition ofhan, we find that this specification is equivalent to
X := 2, as expected.

By itself, predicative programming is useful and appropriate for specifying and refining concurrent, communicat-
ing systems. The issue in this paper is in terms of combining Z with predicative notation so that Z can also make use
of these convenient predicative notions.

3 Approach to Heterogeneity

The approach to formally defining the meaning of heterogeneous notations that we use is from [16, 17]. Translations
are defined between formal notations of interest. The translations provide the mechanisms by which a heterogeneous
specification can be given a formal semantics using a homogeneous specification, via mapping the original specifica-
tion into a single-notation formulation. A set of notations and translations between them, which is to be used to give a
formal semantics to heterogeneous specifications, is calieteaogeneous basishe small heterogeneous basis that

we use in this paper consists of the Z notation and the predicative notation, with translations between the notations. It
is derived from a much larger basis given in [16]. We require only one translation in the basis, a mapping from Z to
predicative notation.

To translate from a Z schen@p = [AS; i7:1;0:0] P] to a predicative specification, we use the translation
ZToPP, defined as follows.
ZToPROp) = frame w - (preOp = P)

The framew consists of the variables Biand the operation outputs. Two options exist for translating the inpittsey
can be mapped to state variables (ZddPPcan be used unchanged); or they can be mapped to procedure parameters.
In the latter case)p would be translated to the predicative specification

procOp= Ai: | - ZToPROp)

ThoughZToPPis written as a total function, we require that for @Dg that includes a state schemafdyconvention,
P # true, because predicative notation cannot describe terminating yet arbitrary computations [10].



3.1 Syntax of heterogeneous specifications

When integrating notations, both the syntax and the semantics of the separate languages must be reconciled. On the
surface, semantic reconciliation seems to be the harder problem: in order to prove properties about the combined no-
tation, we must give the combined notation a formal semantics, typically by translation. This process may be difficult,
especially if the notations are very different and present radically different views and models of a system. But rec-
onciling syntax need not be trivial either. If the notations, when combined, form a new notation with an ambiguous
grammar, then changes in the syntax of one or both of the notations may be necessary. But by changing the syntax
of the notations, we may make the combined notation more unattractive to use, especially by specifiers or developers
who are very familiar with one of the changed notations. Therefore, it is in our best interests to minimize syntactic
changes to notations.

Ambiguity of a syntax for a heterogeneous notation appears when we combine Z and predicative notation. In
predicative notation, the operatossand vV have the usual meaning: they are applied to predicates and produce a
predicate. In ZA andV are overloaded: when used within the property of a schema, they are applied to predicates.
When used within the schema calculus, they are applied to schemas. One implication of this overloading is that when,
in a notation combined from predicative notation and Z, we write the specification (where, e.g.Sis a Z schema
andP a predicative specification), we cannot tell whetheis an operator applied to predicates or to schemas. To
resolve this ambiguity, we can either restrict use of the ambiguous operators in some way, or change the syntax of one
of the ambiguous operators, or try to let the context indicate the meaning of the operator. Use of context, however, has
negative implications with respect to building tool support for heterogeneous notations.

We disambiguate the notations by usiigand A for the schema disjunction and schema conjunction operators,
respectively. In this fashion, we follow the approach of [20], which showed how to schema conjoin and disjoin speci-
fication statements.

3.2 Semantics of heterogeneous specifications

The translatiorz ToPPis used to formally define the semantics of compositions of Z specifications and predicative
specifications, by translating heterogeneous specifications into homogeneous specifications. In this paper, heteroge-
neous specifications are given a semantics in terms of predicative notation. Therefore, we always write heterogeneous
specifications under the assumption that Z partial specifications can be translated into predicative notation. This pro-
vides anintersection semantid® heterogeneous specifications [16]; it is so-called because the semantics of the new
language is effectively the intersection of the separate languages.

To obtain the meaning of a heterogeneous specification, it must be explained how to translate the specification
into predicative notation. The translati@ToPPis defined only on Z specifications, so we must extend it to the
heterogeneous notation. The extension applies over the syntax tree of a heterogeneous specification. More formally,
we define the extensioAToPR as follows. First, leto be a combinator and a specification, where both are in
predicative notation. Let be a Z specification. Then

ZToPR(xo02) = ZToPRX) 0z ZToPR(X) = ZToPRX)
(a similar definition holds foZ ToPR(z ¢ x)). If zis also a Z specification, then
ZTOPR(x 0 ) = ZToPRX) o ZToPRz).
If the combinator happens to be a Z combinator, then
ZToPR(x 0 z) = ZToPRx o PPT0Z2)),

wherePPToZis a translation from predicative notation to Z (one may be found in [16]. For convenience, we will
useZToPPfor ZToPR from here on, and will let the context suggest how the function is to be used. When writing
heterogeneous specifications, we will primarily use combinators from predicative notation, because we are interested
in refinement, and because we want to retain all the refinement rules of predicative notation in the integrated notation.
To make this more concrete, consider an example wKeasea Z schema anB a predicate. Applyin@ ToPPto
X A Presults inZToPRX) A P. Applying ZToPPto X Y P results inZToPRX Y PPToZP)).
Some rules for refining heterogeneous specifications composed from Z and predicative specifications were given
in [16, 17]. The first explains how to refine Z operation schemas via predicative refinement.



Rule 0. For prestater and poststate’, an operation schema with propeRyis refined by an operation schema
with propertyQ if

Vo,0'-(3c"-P=P)<=(Ho -Q= Q)

A useful rule is the following. Informally, the rule states the conditions to be checked in order to refine a schema
by a predicative specification. Such refinements occur when algorithmically refining heterogeneous specifications that
include time bounds.

Rule 1.For a prestate and poststate’, a Z schema with properfy is refined by a predicative specificatiQnif

Vo,0' - (3o’ -P)=P)<Q

A generalization of the substitution rule of [11] appeared in [17]. It simplifies the definition of sequencing in the
case where the first operand is an assignment statement. Informally, it means that when we first asskgtovalue
variablex, then behave like schen®it is the same as behaving like new sche®j&/x] (where the primed schema
is defined below).

Rule 2.Let x be a variable an# an expression, where ‘.’ is predicative sequencing.iff a schema with property
P, then

(x:=E. 9§ = S[E/¥X

whereS is the same aSexcept with property pr8 = P. ReadS[E/X] as “substituté for x in the property of schema
S”. ¢ is the state of the system.

Rule 2 means that we can apply the predicative substitution rule when using Z schemas in refinements. The sub-
stitution rule of [11] simplifies reasoning with sequences of assignments. The prop8&ttig @hanged fron8 under
the substitution due to the translation of Z into predicative notation: Z conjoins a precondition with a postcondition,
while predicative programming combines the two parts with an implication. In the special case where the implicit
precondition ofSis true, thenS can be replaced bS.

A useful implication of using predicative notation to give a semantics to heterogeneous specifications (and of refin-
ing heterogeneous specifications with predicative refinement) is that Z refinements are preserved under the translation.
That is, if a Z specificatio®Opis refined by Z specificatio@Op, using the standard definition of Z algorithm re-
finement [18], therAOpis also refined byCOp using the standard predicative definition of refinement (applying the
translationZ ToPPbehind-the-scenes).

Theorem.Let AOpandCOpbe Z specifications, and suppose thé@p C COp, whereC is Z operation refinement,
ie.,

preAOpt+ preCOp
preAOpA COpt AOp
ThenVa,o' - (AOp < COp).
Proof. Suppose thadOpC COp Then
AOpL COp = Vo,0' - (preAOp= preCOp) A (preAOpA COp= AOp)

= V0,0 - (preAOp= AOp) « (preCOp=- COp)
= Vo,o' - ZTOPRAOp) < ZToPRCOp)

An important implication is that when refining a heterogeneous specification Z refinement techniques can be applied
to Z specifications, and this results in a predicative refinement of the heterogeneous specification. For example, let
AOpandCOpbe Z specifications anQ a predicative specification, whef®p T COp. Thenitis a theorem that

AOp. Q<= COp.Q



AOp C COpimplies thatAOp < COp, and by refinement by parts, the result holds. More generally, sequential
composition can be replaced by any combinator over which predicative refinement is monotonic (e.g., concurrent
composition), and the result still holds. Though the theorem says that we can use Z refinement rules in our specific
heterogeneous setting, it can be more useful to use the predicative notion of refinement, as we shall see in Section 4,
to produce shorter proofs.

3.3 Unintrusive Integrations

The integration of Z with predicative programming that we have presented is claimeditorttrisive.Unintrusive
notation integrations, and unintrusive method integrations [16] should have at least the following (informal) properties.

1. The integration does not change the specification style, syntax, or semantics Gpaaifiers can use most, if not
all of the familiar idioms and concepts of the separate notations. They can write their specifications in a similar
style. The meaning of the specifications that they write has a similar, if not identical meaning to those written in
the separate notations. And the specifications that they write are of a size proportional to those of the separate
notations.

2. The integration does not change the refinement or proof techniques associated with the separate notations unduly.
Similar, if not identical, refinement laws apply to the integrated notation as the separate notations. The laws are
made no more complex to use. Proof techniques that were applicable with the separate notations, e.g., refinement
by parts, by steps, by cases, can be applied to the integrated notation.

3. The integration allows use of the mechanized support provided by the separate notdttmshat this does
not require that tools of separate notations be applicable directly to specifications written in the heterogeneous
notation, only that the tools be applicable to the parts of the specification written in the separate notations.

Our suggestion is that if a notation integration is unintrusive, then the cost of integrating the notations can be justified
against the cost of extending a notation. Moreover, if the integration is unintrusive, then users of the separate notations
may be more comfortable in using the combined notation; unintrusive integrations can therefore smooth the passage
of adoption of new notations or methods.

The integration of Z and predicative programming is unintrusive because it satisfies the properties above. The
specification styles of predicative notation and Z remain, for the most part, the same. One change is made to Z (with
respect to the combinatoxsandA) in order to obtain syntactic compatibility. The refinement techniques for Z are
applicable to the Z partial specifications that occur in a heterogeneous specification. And, therefore, Z tools, e.g.,
Cadiz, can be used to support the Z partial specifications.

4 Real Time

In this section, we outline how to use the combination of Z and predicative programming to talk about real time.
Recall that our primary interest is specification and refinement; therefore, we will concentrate on explaining how to
write real-time heterogeneous specifications, and on how to refine them algorithmically.

An integration of Z and predicative programming was presented in [17] which demonstrated how to write hetero-
geneous real-time specifications, and how to refine them to code. The basic approach was very simple: Z was used
to write behavioural specifications, and predicative notation for writing timing specifications. The two specifications
were then conjoined, and predicative refinement rules were used to refine the specification to code, following the
predicative method. We summarize the approach with an example, omitting the details.

The problem is to calculate the maximum of a list of natural numbers and to do so in time proportional to the
length of the list. The system state is

State= [L:O..n—1—>N; i N I’:Zoo]

wherelL is the list,n its length,r the result of the computation, anpd counterZ ., is all integers plus the new symbol
oo, which is larger than any integer.

The time constraints we are under are as follows. An assignment takes between 2-3 units of time, inclusive, and
a tail-recursive call takes between 5-9 units of time, inclusive. No other statements take any time. The initial problem
specification isSA Time where

S=|AState| L' =LAr =maxj:0.n—1elj}]



andTime=t' —t : (7,..14) x n — (5,..12). We use bunch notation [11] to express the nondeterministic timing
constraints.
The timing requirement for an assignment statement indicatex thaé means

' —1:2,.4AX =eAy =yA...

The refinement proceeds as follows. We first refine the heterogeneous specification into code, ignoring all timing
issues. Then, once complete, we prove that the time constraints written in the initial specification are satisfied by
the implementation. Then, due to monotonicity, the composition of the timing and correctness proofs will satisfy the
original specification.

The refinement without time is straightforward. The first step introduces a loop index vay;aiolé jnitializes the
resultr.

S <« j,r:=1,L0. S1
Sl is a Z schema, defined as follows.
Sl = [AState| L' = LAT" = max{r,max{i : j..n— 1eLi}}]
We next refineSl into a two-branchf statement, using threfinement by casesle of [11].
SI <« ifj=nthenokelse(j #n= Sl)

(ok is the empty program that does nothing.) To provetties branch, use Rule 1. To prove thksebranch, we apply
the boolean laws of specialization and discharge, which prove the obligation in two lines (see [17]).
The proof concludes by refining tieésebranch.

#n=38l) <« |j,r:=j+1,maXr,Lj}. Sl

Now for the timing proof. We must prove that the timing constraints placed on the initial specification are maintained
by the refinement, separate from the correctness proof. This requires us to show

Time <« j,r:=1,L0.U
U <« ifj=nthenokelseQ
Q <« jr:=j+1,maxr,Lj}.t' —t:5 .10. U
for suitable timing predicateld andQ. Note that we have inserted the time requirements for the tail-recursive call

into the refinement structure; time requirements for the assignment statement are implicit in the semantics of the
assignment. We conjecture that

U = (=n=t=tHA(<n=t —t:(7,..14) x (n—)))

Q = j<n=t—t:(7,.14) x (n—}j)
Verification is straightforward. We conclude that the timing constraimte is satisfied by the implementation. By
monotonicity,SA Timeis implemented, and satisfies the specified time bound.

The basic approach to real-time refinement with the heterogeneous notation is to specify timing behaviour using a
predicate, and then to refine a heterogeneous specification to code, using refinement techniques from [11].

5 Concurrency

In this section, we discuss how to specify concurrent processes using the combination of Z and predicative notation.
The process extends the definition of independent composiitidm heterogeneous specifications.

First, we show how| can be applied to Z schemas. l@pl andOp2, be schemas where each can be translated
into predicative notation. They are as follows.

Opl = [AS;i?7:1; 0 : O|P]
OpQE[AT; j7:3; k!:K|Q]



Then

Opl || Op2 = ZToPROp1) || ZToPROpP2)
= frame w - (preOpl = P) || frame x- (preOp2 = Q)

Variables in state schem&andT are considered to be translated to variables local to the independent composition,
as are the schema outputs. Inputs can either be translated to local variables, or parameters of procedures. If the latter
is to be done, then the translation of the schemas should be replaced by calls to a procedure, the body of which is the
translation of the schema I&ToPP

The definition of independent composition of Z schemas given above has the limitations noted with the opera-
tor in [11]. In particular, it is not suited for passing values of variables via shared memory (for this, we will need
communication, presented in the next section).

Let’s see a simple example. Consider a system with state specified by the following schema.

State= [x,y,z: N|
There are two operation schemas, as follows.

Opl = [ AState| X = zAY =yAZ =2Z]
Op2 = [ AState] X' =XAY =zAZ = 2]

Then the parallel composition of these schema is:

Opl || Op2 = ZToPROp1) || ZToPROpP2)
=X =zAY =yAZ =2 || X =xAYy =zAZ =2)
=X=y=7Z=z2

(We can omit thdrames generated b¥ ToPPbecause the state changed by both specifications is the same.)
Nothing has to be changed in our definition in order to be able to use time. Suppose, for example, that we changed
our parallel composition to

(OpL At —t=2) || (Op2At —t=1)
Then the semantics of this specification would be

X(t+2) =ztAy(t+2) = ztA z(t + 2) = ztA
Xt+1)=xtAy(t+1) =ztAz(t+1) =zt

The intermediate states are shown in the semantics; the state attihe due toOp2, while the final state, at time
t + 2, is due toOpl.

An advantage of using a heterogeneous approach to concurrency with Z is that with our definjitibre @perands
may be written in different notations. That is, we can write an independent composition of th©fofinP, where
Opis a Z schema and a predicative specification. This gives us the flexibility to use the most appropriate notation to
specify each process. It also gives us the flexibility to use the most appropriate refinement relation on each component.
For Z specifications, we can use Z refinement, and will produce a predicative refinement of the whole. For predicative
specifications, we use predicative refinement as usual.

5.1 Example

We contrast using the combination of Z and predicative notation with using Evans’ extension of Z [5], applied to a
simple telecommunications protocol from [21]. We show that the heterogeneous notation can produce specifications
and proofs that are comparable in size and complexity to those of Evans.

Evans’s specification of the protocol is as follows. Mebe the set of messages that the protocol handlesState
be the state schema for the protodnlandout are state variables describing the incoming and outgoing messages,
respectively. The invariant states tloait is a suffix ofin.

State== [in,out: seqM | Is: seqM e in = s out|



The valid initial states are specified by operation scharita
Init == [ State| in = ()]

Transmission and reception of messages is vidthrsmitandReceiveoperations.

_ Transmit _Receive
AState AState
m? : M .,
in =in
i’ = (m?) ~in #out = #out+ 1V out = out
out = out

This completes the traditional Z specification of the system. The dynamic specification augments the traditional one,
to describe behaviour in terms of allowable sequences of state changes that result from execution of system operations.
First, a next-state schema for the protocol is defined.

NextState== Transmity Receive

The dynamic behaviour of the protocol is specified by schear8ehaviour

__ParBehaviour
o : Ny — State

o validcomp ({Init e #Statg, {NextStat® §State— 6Staté})
o wf {Receive fState— 6Staté}

validcomp is true for all state changes in which the first step belongs to the initial state of the system, and in which
subsequent steps are related by the next-state relation. Nondeterministic selections are made on enabled state changes.
Weak fairness, throughf is also specifiedwf is true for any behaviour in which the set of state changes is always
eventually executed. These operators are formally specified in [5].

Informally, the specificatioParBehaviourcaptures the intuitive behaviour of the protod®&ceive andTransmis
may happen in parallel. This is simulated by nondeterministic interleaving. Note that this specification does not guar-
antee progress.

The heterogeneous specification of the system reuses the Z specificatiResedfeand Transmit Dynamic be-
haviour is specified using independent composition.

Behaviour= (Receivg| Transmi). Behaviour
Informally, the system carries oReceiveand Transmitin parallel indefinitely. Formally, the behaviour is specified
as a fixed-point construction. In order to bring initialization into the specification, the sdmémean be sequenced
with the fixed-point constructioBehaviour i.e.,

Init’. Behaviour

Note that inBehaviour Receivéhas the option of doing nothing each time it is enabled. Thus, progress is not guaran-
teed. Progress can be guaranteed by constrainingehbeiveoperation, in exactly the same way as is done in [5]. To
do this, theReceiveoperation is extended fReceive| out # out]. Further,Behaviourcan be extended to specify
the weak fairness of the operati®eceiveby conjoiningBehaviourwith

Vi3t t <t" <t - Receivft” /t']

which says that it is always the case that eventuaégeivewill be true.



5.2 Safety and liveness

In [5], it is shown how to prove safety and liveness properties with an extension of Z. We now briefly discuss how to
carry out such proofs with the heterogeneous notation, in a format that is close to that used in [5].
We begin with safety (invariant) properties. L&ebe a concurrent heterogeneous specification.

A= (Sl I1S-1)- A

EachS may be a Z operation schema or a predicative specificadigminvariant with respect to a prope®y(which
is a predicate on a state if the independent composition preseris.e.,

Vit - (S]] --- || S=-1) = (P=P"))

whereP’ is identical toP but is in terms of the post-sta#é. In general, we cannot prove invariant properties by parts,
because the processgsmay interfere with each other (e.g., if one process changes varahtel another process
also changesbut to a different value). However, in the case wherditames of all processes are disjoint, it will hold
that

(Sl 1Se1) = (A AS)
> (SV...VS_1) 1)
and then we can prove the invariancePdby parts, by showing that
Vi:0,.k-vVt,t'-§S= (P=P)

In general, if we can prove that the independent compositidg'®fimplies the disjunction of th&’s, then safety
properties can be proven by parts. This is necessary in general because the operands of the independent composition
can change the same variables. In [11], it is recommended not to write independent compositions in this way (i.e.,
with intersectingrames), because it leads to unsatisfiable specifications. Communication constructs can be used to
avoid the problem. In [5], proof of safety properties by parts is possible in general because parallelism is simulated
by nondeterministic interleavingj; in this paper is approximately conjunction, thus requiring an extra satisfiability
constraint (which is effectively (1)).

Consider the following example, showing tiggthavioursatisfies the invariafi® = (3 s-in = stout). Because the
processes dBehaviourchange different variables, it suffices to show that each process maintains the invariant. Thus,
we would need to show th&eceivesatisfiesP. The proof obligation for this step is

Vt,t' - Receive= (P = P)
Notice thatP happens to be the state invariant. After apply@ig@PPto Receivewe must prove
Vi, t' - (P = (in" =in A #out = #out+ 1V out = outAP')) = (P=P')

which istrue. Transmitsimilarly satisfies the invariaf. And thus, so doeBehaviour

Liveness properties are more complex to prove. One useful liveness property, suggestedlgeidi§;fa P leads-
to Q is informally defined as “ifP is true then eventually an enabled operation will caQge become true”. For a
concurrent system lik@, above, the formal meaning Bfleads-toQ is

Vit -P= (3t <t <t'- (A= Q)[t" /1))

Informally, the rule expresses thaftholds at timé, then there is some timé in the course of steps of behaviour of
the concurrent systedat whichQ' is established.

Proving that a system satisfietemds-toproperty using this definition may be complicated. If an inductive proof
is not needed (i.eR will lead-to Q after a single step in the computation), we must prove that

Vit -P= 3t t<t" <t (S| ... || Ser) = Q)[t"/A]

because the processgsnay change some of the same variables. If all processes have disjaneis, then condition
(1), above, will hold, and thkeads-toproperty can be proven by parts, using a UNITY-style law adapted from [3], in
much the same way as Evans [5].

There are two possible versions of flkads-torule: one for weak fairness, the other strong fairness. We consider
the former here. There are three main steps leaas-toproof, providing that we have shown that the proof can be
done by parts.



1. Show that each operati@in the system either leav€&sinvariant, or establishes the prope@Qy
Vi:0,.k-Vt,t'-§S= (P=P VvQ)
2. Show thaP enables a weakly fair operatich
Vt-P = (preS)
3. Show that the weakly fair operati@establishe® under assumptioR.
Vit -P= (§=Q)

To establish the soundness of this rule, suppose that the three conditions hold (as must (1)). For any computation in
which P holds initially, the first condition ensures that a valid step (where a step corresponds to the execution of an
operatiorS) in the behaviour will either preserfeor establisi)’. By the second condition, the weakly fair operation
is continuously enabled throughout the computation. As a consequence of the third rule and Biwiteventually
be executed, resulting i@ being established.

This rule will be insufficient for inductive proofs. In such situations, it is useful to introduce a variant that is
decreased on each iteration. For such systems, we must show

(PAN=n)leads—to (QVN < n)AP)

whereN is a variant over a well-founded set.
For the systenBehaviour we might want to prove that, under a progress constraint,

(#in > #outA #in = k) leads—to (#out = k)

i.e., that ifk messages are input, then eventuliliyessages are output. Assume tRateiveas a weakly fair opera-
tion. First, we must constraiBehaviourso as to ensure eventual reception of messages. Due to the flexibility of the
heterogeneous notation, this is easy to do. We simply m&bfeiveo [ Receivg out # out].

We can use the inductive rule to prove liveness (because condition (1) holds, since the procBsses/ioiur
change different variables). Let a varidthbe k — #out, P be#in > #outA #in = k, let Q be #out = k, and letl
be the property of state scher@tate First, we must show that the weakly fair operation is always enabled.

Vt-PAI A (k— #out= n) = preReceive
Next, we show that each system operation either mainRiorsestablishe®. The first part shows this fdReceive

Vt,t' - ZToPRReceivé = ((PA | Ak — #out=n) =
P'Ak—#oul =nvQ Vk—+#out <nAl')

A similar obligation must be discharged foransmit

Vt,t' - ZToPRTransmi) = ((PA | Ak — #out=n) =
PPAk—#out =nvQ Vk—#out <nAl')

Finally, it must be shown that the weakly fair operation establi§hesdecreases the variant.
Vt,t'-PAl Ak— #out=n= (ZToPRReceivg = Q' V k — #out <nAl')

The first obligation holds becauggn > #outimplies the precondition dReceivewhile the second holds because
Transmitmaintainsout = out and impliesP’. The third condition holds becaus&®eceivancreasestout, thus de-
creasing the variant. The last formula holds siRegeivancreasegtout by 1, which either guarantees th@t holds

or that the variant is decreased.

Proving safety and liveness properties with the heterogeneous notation is somewhat more complex than in Evans’
approach, in part because concurrency in the notation is effectively conjunction, as opposed to disjunction in [5].
In order to prove these properties by parts, an extra satisfiability proof obligation must be discharged. In general,
safety and liveness properties will not be provable by parts with the heterogeneous notation. However, if we use the
independent composition operator as suggested in [11] (i.e., avoid writing to shared memory) and instead make use of
the communication operators presented in the next section, then for most practical examples, a partwise approach to
proof can be used.



5.3 Data transformation

The specification of operatiofeceiveand Transmitcan be further refined, using the data transformation theory of
[11].

To data transform a specification, given implementer’s variahleg must produce neinplementer’s variables
w as well as an abstraction invaridhicalled a data transformer in [11]). The invariant must satisfy

Vw-3v-D
Each specificatio®is transformed, under the abstraction invariant, to
Vv.-D=3V-D'AS

In the example, the implementer’s variables are specifiegthtg the new implementer’s variables are specified by a

new schemgSectionThis new state describes tlotethat messages take through a network: a sequence of signalling
point codes (SPCs) without repetition. Each section in this route may receive and send messages; those which have
been received but not sent exist in thesection.

[SPC]|

__Section
route: iseq SPC
rec, ins, sent: seqsegM)

route # ()

#troute = #rec = #ins = #sent
rec = ins~ sent

front sent= tail rec

ins represents the sequence of messages currently within the seetidsm the sequence of received messages, and
sentthe transmitted messages.denotes the pairwise concatenation of two lists. A formal definition is in [21].
A data transformer to relate the two states is

D = in = headrecA out= lastsent

(whereheadandlast are predicative translations of the corresponding Z toolkit functions).
To apply the data transformer to a Z specification, we must define the effect of the transformer on a Z schema. This
is straightforward. LeOp be a Z operation schema. Then

Vv-D=3V.-D'AOp = Vv-D= 3V .D'AZToPROp)

Thus, after transformation and some simplification, Tr@nsmitoperation is transformed as follows. Léte the
property of schem&ection

STransmit= frame rec- J = (head re¢ = [m]* (head reg A tailrec’ = tailrec A J')
Receivas transformed to

SReceive= frame ins, sent- J = (frontins = frontinsA lasting = front(lasting A
front sent = front sentA last sent = [last(lasting] " (lastsen} A J')

In the original abstract view, messages arrived at their destination nondeterministically. In the sectional view, nonde-
terminism is explained by the progress of messages through a sequence of sections. Thus, we should add an operation,
Daemonthat moves messages. The effects ofdaemonrare invisible in the abstract state, but visible in the concrete

state. Thddaemonrcan be specified as a Z schema.



__Daemon
ASection

Ji:1.#route—1]insi= ()e
(ins' i = front(ins i)A
ins'(i + 1) = (last(ins(i)) " ins(i + 1)A
(Vj:domroute|j #iAj#i+1eins j=insj))

To specify the system’s concurrent behaviour, the transformed operatioBsiantbrare composed in an independent
composition SectionBehaviour

SectionBehavioue (STransmii| SReceivel Daemorn). SectionBehaviour

To guarantee eventual reception of messagess RexeivandDaemoroperations should be constrained to be weakly
fair with respect to start and completion times of a computation. Deffrieas

wfisS = vt -3t t<t’ <t - gt'/t]
ThenSectionBehavioumust be further constrained, as follows.
SectionBehaviouk wf SReceive. wf Daemon

It must also be shown th&taemonis correct with respect to the abstract state.|Le¢ the property oState To start,
we must prove that

Vin, out rec, route, ins, sent- | A D = (preDaemorn)
Vin,out,in’, out, route, rec, ins, sent route, rec, ins, sent -
D A ZToPRDaemon A D' = (preDaemon=- I’ Ain’ = in A out’ = out)

The first proof obligation is to show that ti@gaemonis always enabled. The second obligation is to show that if
enabled th®aemondoes not change the abstract state.

Next, we must show two things: that whenever a weakly fair operation on the abstract state is enabled, it will
remain enabled at least until the corresponding concrete operation occurs; and, whenever a weakly fair operation on
the abstract state is enabled, the corresponding operation on the concrete state is eventually enabled.

Letdt Sbevv-D = 3V - D' A S i.e., the transformation of specificati®by data transformed. Then the proof
obligations for weakly fair abstract operatiérand weakly fair concrete operati@are

Vit it <ty - (dt preA)[t; /t] AClta/t] = VI - t; <t <ty - (dt preA)[t” /1]
(dt preA) = 3t" :t" > t- (preC)t”

These obligations must be dischargedReceiveandSReceive
A limitation of the predicative theory of data transformation is that it cannot express infinite stuttering.

6 Communication

Now we consider input and output between processes. Input and output is by channels, through which a computation
communicates with its environment. The computation may be specified in Z or in predicative notation or in a combi-
nation, perhaps via an independent composition. The channels are specified in predicative notation, as was discussed
in Section 2.1. We illustrate the approach with two examples.

6.1 Mutual exclusion

The first example involves mutual exclusion, critical sections, and synchronization. We specify a concurrent queueing
system. One process adds jobs to a queue, while a second process removes jobs from the queue and services the job.



The system will be specified using the combination of Z and predicative notation. The processes will require mutually
exclusive access to the queue. We first specify the system (omitting the details of how a job is to be serviced), and then
write a specification expressing mutual exclusive access to the critical section.

The specification commences by introducing a basic BROCESSo stand for the type of processes, as well as
aRESULTtype, to stand for an operation status output.

[PROCES$

RESULT ::= SUCCESS$ FAIL
The system state is as follows.

__State
queue: seq PROCESS
numjobs: N

numjobs= #queue

AddJobplaces new jobs into the queue.

__AddJoh
AState
job? : PROCESS

numjob$ = numjobs+ 1
queué = queu€™ [job?)

The operation to service a job is as follows.

_ ServiceJoh _RServiceJoh
AState Z'State
result : RESULT result : RESULT
numjobs> 0 numjobs= 0
queué = tail(queug result = FAIL
numjob$ = numjobs- 1
result = SUCCESS

We now use the heterogeneous notation to specify the system. The specification is
chana:int-chanb:int-P|| Q
where

P Np. a'T. AddQueue all. P
Q = Ny bIT. (ServiceJobr RServiceJop b!T. Q

N, is a specification that performs some initialization AaidQueugN, performs initialization for the service oper-
ations. Note that the schema disjuncti®erviceJobr ServiceJothas an implicittrue precondition, i.e., it is always
enabled. Thus, progress is guaranteed in this concurrent system. By comparison, if we were tdqR@ereioe=Job
from Q, above, progress would not be guaranteed, becaaesgceJolwould only be enabled whemumjobswas at
least 1.

To ensure that mutual exclusion is guaranteed, the specification must satisfy

- 3' Wy, ..00 - 3] : W, ..00 - (Mal /\Ta' S TbJ < Ta(' + ].)) \Y
(Mpj A Toj < Tai < To(j + 1))

Informally, the condition above states that a message does not arrive on chattieé same time as a message on
channeb (and vice versa).



6.2 Short-term scheduler

We now present a more detailed example that brings together all the technigues we have described in the paper. The
example combines use of concurrency, communication, and refinement.

The problem we wish to solve is that of constructing a simulator for a scheduler that can provide service either in
a first-come first-served or a round-robin fashion. The initial requirements are as follows.

A system is needed to simulate two short-term schedulers. The system must generate test data and sim-
ulate either a first-come first-served (FCFS) or a round-robin (RR) short-term scheduler, depending on user
choice. The system will have two parts: the first will generate data. The second part will load the data into a
“ready” queue, and simulate the scheduler operation on the data.

The generator part produces two vectors of data, one holding NUMBERrandom CPU burst lengths, and the
other holding NUMBERrandom arrival times of processes. The CPU bursts should be generated so that 80%
of the bursts are uniformly distributed between 0.1 and 1.0, and the remaining 20% are uniformly distributed
between 1.0 and 10.0. The arrival times of the processes must have a Poisson distribution, with parameter
LAMBDA

The second system component is the simulator, which simulates the appropriate algorithm on the test data,
starting with the ready queue holding INITIAL jobs. Total wait time and average wait time should be output upon
completion. A circular ready queue of fixed length 100 should be used.

We can provide aough sketclj14] of the system as a data flow diagram in Fig. 1.

Data ReadyQueue

USER

simulator

Generator numplaced

Select
Algorithm

Output
—

Fig.1. Rough sketch of simulator system

SmResults

(The diagram in Fig. 1 is given only for illustrative purposes. We ascribe no particular semantics to it; it is drawn
to help us understand the system.) In the figure, processes are written as circles, external entities in the environment
as rectangles, and data stores as parallel lines. Data flow between processes, entities, and data stores is written using
labelled arrows.

To formally specify the system, we express (using Z and predicative notation) the behaviour of each process and
the mechanism for communication among the processes, via channels. Before doing so, we specify the state of the
system, and formalize the terms used in the rough sketch of Fig. 1.

The constantiNITIAL, LAMBDA andNUMBERwere described in the informal requirements.

INITIAL, NUMBER: N
LAMBDA: R



The system’seady queudolds the processes that are to be serviced. The queue is modeled as a seq@ehse of

Cell ReadyQueue
burstlengtharrivaltime : R ready: seq, Cell
group: Z arriving, boundary head tail, length: N

The ReadyQueués made up of a sequence GElls, as well as the pointers necessary to maintain and update the
gueue (i.e.tail andheadpointers). Finally, the data store used to hold the data generated and used by the simulator is
specified as a state schema.

Data = [ bursts arrivals : seq ygerR]
The type definition for the algorithms available to simulate (we specify only two) is as follows.
ALGTYPE ::= rr,fcfs

(rr andfcfsare names for which we provide no definition.) Two channels appear to be necessary for this system (though
we might choose to make the interface between the system and the external 8&ifirandSCREENchannels as

well): one between processecelnitialandSimulate and another betwe&electAlgorithnandSimulate The rough

sketch of Fig. 1 suggests names for these channefaplacedandsimulator, respectively. These are specified in the
usual predicative notation. (We add process details later.)

chan numplaced nat- chan simulator: ALGTYPE

We now provide specifications of selected processes, concentrating on the most interesting: those for the generator
and the simulator. We omit formal specifications of the remaining processes. The purposBiofuleteprocess is to
read values along its channels and then simulate a scheduling algorithm on the data generated by the remaining parts
of the system. We write this as a heterogeneous specification.

Simulate= numplaced || simulator?.
time, arriving, current boundary:= 0, numplacedburstg0), arrivals(length).
while (0 < length< 100) do (
if (simulator= fcfs) then FCFSelseRR
current:= ready(head. dequeug

The partial specificatiorrSCFSandRRspecify the behaviour of the first-come first-served and round-robin schedulers,
respectively. Predicative notation is better suited for specifying the iterative parts of the simulatowfila Bop),
because it is a wide-spectrum language with an embedded programming language part. Z is useful for specifying the
remaining parts.

TheFCFSschema is as follows.

__FCFS
AReadyQueue
marr : N

marr = max]j : arriving..NUMBER-— 1 | time+ boundary> arrivals(j)}
head# (tail + marr — arriving) mod 100
Vi:0.marr—1e3new: Celle (

newburstlength= burstgarriving + i)

newarrivaltime = arrivals(arriving + i) — boundary

newgroup= |burstgi) |

ready((tail + i) mod 100) = newtail = (tail + marr — arriving) mod 100
lengtH = length+ (marr — arriving)
arriving’ = marr




(The schem#&Ris similar.) Informally, the operation queues all those jobs that would have arrived during the service
of the current jobmarr is the maximum (last) job to arrive during the service of the current job.

Before simulation can begin, data must be generated, and the system must be initialized. Initialization involves
placingnumplacedlata items in the queue and selecting a scheduling algor@iRo(FCFS) before simulation.

Generator (chan numplaced nat- chan simulator: rr fcfs-
(Placelnitial || SelectAlgorithm Simulate. OutputStats

Data is generated using a random number generatud, which returns a randomeal.
0<rand< 1Arand: real
The Generatorschema is as follows.

__Generator
AData

arrivals'(0) =0
(burst$(0) = 0.9 x rand+ 0.1 V burst$(0) = 9.0 x rand + 1.0)
Vi:1.NUMBER- 1le
(bursts(i) = 0.9 x rand + 0.1 Vv bursts(i) = 9.0 x rand + 1.0)
(arrivals'(i) — arrivals'(i — 1) = —LAMBDA x log, rand)

The operation calculates burst and arrival timesNGMBERjobs, where a burst time is either between 0 and 1, or
between 9 and 10. Arrival times have a Poisson distribution with parain&idBDA
OutputStatsnight be trivially formalized as

OutputStats = Screefdata
whereScreeris a declared channel adatathe collected simulation data. SimilarlyglectAlgorithmmight be
SelectAlgorithm = while = ?Userdo ok. User?. simulatofUser

whereUseris a declared channel.

Now refinement can occur, using the results we described earlier. We omit most of the details, since they follow
standard refinement practice. TBeneratorspecification can be refined to a simple loop, using standard Z refinement
techniques, e.g., as described in [22]. This can occur due to our result that shows that Z refinement is monotonic over
all predicative combinators. The guard on the loop implementing the generater ISUMBER a loop variant is
NUMBER- i, and a loop invariant is:

1 <i < NUMBERA
Vj:1,.i-arrivals(j) — arrivals(j — 1) = —LAMBDA x log.rand A
(burstgj) = 0.9 x rand+ 0.1 V burstgj) = 9.0 x rand + 1.0)
The first step of the refinement is to introduce a local variablend to split theGeneratorspecification into a leading
assignment and a loop partial specification. The second step is to refine the loop to a loop body, where the body is a
collection of assignment statements. The proof obligations are standard from [22]. The result of the refinement and
proof obligations is the following program (in Dijkstra’s guarded command language).
n, arrivals(0),i := rand, 0, 1;
burstg0) :=if (n < 0.8) then 0.9 x rand + 0.1 else9.0 x rand + 1;
do (i < NUMBER —
n:= rand,
burstgi), arrivals(i),i :=
if (n<0.8)then0.9 x rand+ .1 else9.0 x rand+ 1,
—LAMBDA x log(rand) + arrivals(i — 1),i + 1
od



Refinement of thd=CFSis somewhat more complex (it involves a more complex loop invariant, and the loop
body is more complicated). We found it easier to refine the specification to code using predicative refinement rules,
developing a recursive program instead of an iterative program. The heterogeneous setting allows us to do this. To
carry out the refinement, we first define a queueing funatimueugeas follows.

enqueue= \a,b:real; g:int- (head# (tail + 1 mod 100)) =
ready = (tail; “burstlengtti) — a| (tail; “arrivaltime”) — b |
(tail; “group’) — g | readyA
tail’ = (tail + 1) mod 100 A lengtH = length+ 1

Refinement is carried out by first noticing thatfCFS the local variablenewas well as the body of the universal
guantifier, can be replaced by anqueueperation. We also notice that the purpose of the universal quantifier is to

add all arriving processes to the ready queue, providing that such an addition does not exceed the queue size. This can
be refined to a tail-recursive program with guard

((time+ boundary> arrivals(arriving)) A arriving < NUMBERA length## 100)

providing that we usarriving as the index variable for determining when to exit the tail recursion. The result of the
refinement (a tail recursive program) can be transliteratedntoile-loop, which looks as follows.

while ((time + boundary> arrivals(arriving)) A arriving < NUMBERA length# 100) do (
enqueuéburstgarriving), arrivals(arriving) — boundary | burstgarriving) |).
arriving := arriving + 1

7 Discussion

The aim of integrating Z with predicative notation is to construct a notation that is suitable for specification and
for programming of real-time, concurrent, and communicating systems. It is therefore in our best interests to make
specification and refinement (which is what we do when we program) as simple as possible. It is also in our best
interests to integrate Z and predicative programming in an unintrusive manner, so that the individual notations can be
used in combination in a manner that is close to how they can be used separately. These ideas led us to choose an
intersection semantics for the combination of Z and predicative notation, which in turn led to simple refinement rules
and specifications.

In [5], Evans suggests a number of disadvantages to integrating Z with notations — like CSP, TLA, or CCS — that
are better suited to specifying concurrent behaviour.

1. Reconciling the semantics of the individual notations.
2. Using existing Z tools (e.g., for type checking and proof).
3. Poor use of the Z proof system.

The integration of Z with predicative notation that we have presented in this paper does not suffer from these disad-
vantages. We discuss each of these points in more detail.

Reconciling the semantics of notations can be difficult, especially for notations with very different semantics, such
as Z and CSP (though see [19]). But predicative notation and Z can be used to present the same view of a system;
both notations are model-oriented. Therefore, combining the notations is much simpler than combining Z and CSP, for
example. And since predicative notation is well-suited to specifying concurrent behaviour, so too should the integrated
notation.

As we pointed out earlier, reconciling the semantics of similar notations can be difficult, in particular, when the
notations differ in expressiveness. A clear understanding of the roles of the notations in the integration will help in de-
termining the best way to reconcile the semantics. In the integration of this paper, the role of predicative programming
is for specifying communication and concurrency primitives, as well as to provide a basis for refinement. Z is used for
specifying system operations, and can also be used for refinement if desired.



With an integration of Z with CSP, the ability to use existing Z tools (and existing CSP tools, like FDR) will be
reduced or removed. With the integration of predicative notation with Z in this paper, the ability to use Z tools remains,
at least with respect to Z partial specifications. Some behind-the-scenes translation may have to be done in order to get
information regarding the system state needed to use the Z tools.

As well, by using predicative notation as the semantic basis for the heterogeneous notation, we allow ourselves to
use theorem provers based on typed set theory. So, for example, PVS can be used to support the predicative method,
and therefore the heterogeneous notation. This creates the need for a tool (e.g., based on TXL) that will automatically
translate heterogeneous specifications written in Z and predicative notation, into PVS syntax. Work is underway on
creating such a tool.

Finally, the integration of Z and predicative notation allows use of Z proof techniques when applied to Z partial
specifications (that may, perhaps, be composed with and by predicative specifications). This is due to the particular
reconciliation of semantics that we have chosen.

Our suggestion, then, is not that the problems suggested by Evans will not be apparent when combining very
different notations — like Z and CSP — but by carefully choosing notations that can be unintrusively integrated, and
by understanding the roles each notation will play in the integration, the disadvantages may vanish, or at least prove
to be less critical.

8 Conclusions

In this paper, it has been shown how the Z notation can be used, in combination with the predicative notation of [11], to
specify and reason about concurrent, real-time, communicating behaviours. The motivation for the work was to attempt
to demonstrate that limitations noted with previous integrations [4, 6, 8] could be partially alleviated by integrating Z
with the right notation. In order to overcome these limitations, an intersection semantics for Z and predicative notation
was used, and it was demonstrated that such a semantics allows (practically) full use of Z and maintains the ability to
use Z proof techniques and tools on Z partial specifications.

The approach was aimed at showing how refinement could be used on heterogeneous specifications of concurrent,
real-time, or communicating behaviour. We demonstrated how both Z refinement techniques and predicative refine-
ment techniques could be applied in such situations.

An important aspect of this work is that it shows that it need not be necessary to extend Z, or to even change the
standard Z approach to specification, in order to discuss concurrent, real-time, or communicating behaviour. Therefore,
the standard Z notation can be used, augmented with predicative specifications that are well-suited to talking about
such behaviours.
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