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Algorithm Analysis 
• Given an algorithm, compute its running time in 
terms of O, Ω, and Θ (if any). 
•  Usually the big-Oh running time is enough. 

• Given f(n) = 5n + 10, show that f(n) is O(n). 
•  Find c and n0 

• Compare the grow rates of 2 functions. 
• Order the grow rates of several functions. 

•  Use slide 14. 
•  Use L’Hôpital’s rule. 
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Running Times of Loops 
Nested for loops: 
• If the exact number of iterations of each loop is 
known, multiply the numbers of iterations of the 
loops. 

• If the exact number of iterations of some loop is 
not known, “open” the loops and count the total 
number of iterations (as in Assignment 1). 
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Running Time of Recursive Methods 
• Could be just a hidden “for" or “while” loop. 

•  See “Tail Recursion” slide. 
•  “Unravel” the hidden loop to count the number of iterations. 

•  Logarithmic 
•  Examples: binary search, exponentiation, GCD 

• Solving a recurrence 
•  Example: merge sort, quick sort 
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Recursion: Checklist 
q  Do I have a base case (base cases)? 

q  could be implicit (e.g., simply exit the function) 

q  Do I have a recursive call (recursive calls)? 
q  Do I “adjust” the argument(s) of the recursive 
call(s) correctly? 

q  Can the recursive call(s) eventually reach the 
base case(s)? 

q  Do I write the first call (e.g., in main()) 
correctly? 
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Recursion 
 
1.  Use the definition (factorial, tree depth, height) 
 
2.  Cut the problem size by half (binary search), or 
by k elements at a time (sum, reversing arrays). 
 
3.  Divide and conquer (merge sort, quick sort) 
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Recursion and Running Time 
• Examples: problems in Assignment 2. 
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Sorting Algorithms 
•  Insertion sort 
• Merge sort 
• Quick sort 
•  Lower bound of sorting algorithms 

•  O(NlogN) 

• When to use which sorting algorithm? 
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Arrays and Linked Lists 
Arrays 
• Extendable arrays 
• Strategies for 
extending arrays: 
•  doubling the size 
•  increment by k cells 

Linked lists 
• Singly linked 
• Doubly linked 
•  Implementation 
• Running times for 
insertion and deletion 
at the two ends. 
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Running Times of Array and Linked List 
Operations 
 
Operation 

Array 
unsorted 

Array 
sorted 

DL list 
unsorted 

DL list 
sorted 

search O(    ) O(    ) O(    ) O(    ) 
 

insert O(    ) O(    ) O(    ) O(    ) 
 

delete O(    ) O(    ) O(    ) O(    ) 
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Stacks, Queues and Deques 
• Operations 
• Array implementation 
•  Linked list implementation 
• Running times for each implementation 
• Assignment 3 (deques) 
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Trees 
§    Definitions, terminologies 
§  Traversal algorithms and applications 

• Preorder  
• Postorder 

§   Computing depth and height of a tree or node. 
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Binary Trees 
•  Linked structure implementation 
• Array implementation 
• Traversal algorithms 

• Preorder  
• Postorder 
•  Inorder 

• Properties: relationships between n, i, e, h. 
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Binary Search Trees 
• Properties 
•  search (get) 
•  insert (put) 
•  remove 
• Running time of each method  
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