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ABSTRACT

Deep autoencoders, and other deep neural networks, have demonstrated their effectiveness in discovering non-linear features across many problem domains. However, in many real-world problems, large outliers and pervasive noise are commonplace, and one may not have access to clean training data as required by standard deep denoising autoencoders. Herein, we demonstrate novel extensions to deep autoencoders which not only maintain a deep autoencoders’ ability to discover high quality, non-linear features but can also eliminate outliers and noise without access to any clean training data. Our model is inspired by Robust Principal Component Analysis, and we split the input data \( X \) into two parts, \( X = L_D + S \), where \( L_D \) can be effectively reconstructed by a deep autoencoder and \( S \) contains the outliers and noise in the original data \( X \). Since such splitting increases the robustness of standard deep autoencoders, we name our model a “Robust Deep Autoencoder (RDA)”. Further, we present generalizations of our results to grouped sparsity norms which allow one to distinguish random anomalies from other types of structured corruptions, such as a collection of features being corrupted across many instances or a collection of instances having more corruptions than their fellows. Such “Group Robust Deep Autoencoders (GRDA)” give rise to novel anomaly detection approaches whose superior performance we demonstrate on a selection of benchmark problems.
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1 INTRODUCTION

Deep learning is part of a broad family of methods for representation learning [11], and it has been quite successful in pushing forward the state-of-the-art in multiple areas [9–11, 29]. In particular, herein we focus on deep autoencoders which construct representations based on non-linear combinations of input features, and where the non-linearity is classically introduced by way of some non-linear activation function [11]. Unfortunately, outliers and noise may reduce the quality of representations discovered by deep autoencoders [15, 16]. There is a large extent literature which attempts to address this challenge and two approaches include denoising autoencoders and maximum correntropy autoencoders. Denoising autoencoders [9, 17, 23, 30, 31], require access to a source of clean, noise-free data for training, and such data is not always readily available in real-world problems [28]. On the other hand, maximum correntropy autoencoders replace the reconstruction cost with a noise-resistant criteria correntropy [22]. However, such a model still trains the hidden layer of the autoencoder on corrupted data, and the feature quality of the hidden layer may still be influenced by training data with a large fraction of corruptions.

As we will detail, our model isolates noise and outliers in the input, and the autoencoder is trained after this isolation. Thus, our method promises to provide a representation at the hidden layers which is more faithful to the true representation of the noise-free data.

1.1 Contribution

Herein we show how denoising autoencoders can be generalized to the case where no clean, noise-free data is available, and we demonstrate the superior performance of our proposed methods using standard benchmark problems such as the MNIST data set [12]. We call such algorithms “Robust Deep Autoencoders (RDA)”, and our proposed models improve upon normal deep autoencoders by introducing an anomaly regularizing penalty based upon either \( \ell_1 \) or \( \ell_2,1 \) norms. Using such a regularizing penalty, we derive a training algorithm for the proposed model by combining ideas from proximal methods [4], backpropagation [24], and the Alternating Direction of Method of Multipliers (ADMM) [3]. As an interesting consequence of the development of such RDAs, we have also derived a novel family of unsupervised anomaly detection algorithms. We demonstrate the effectiveness of these anomaly detection algorithm, as compared to a baseline approach, on a number of challenging benchmark problems.

In particular, we emphasize that our proposed methods differ from standard techniques in two important ways.

- First, our methods differ from standard denoising autoencoders [28] in that they do not require any noise-free training data. Rather, our methods compute the entries on which the autoencoder loss function is enforced on-the-fly based upon the performance of the underlying autoencoder algorithm.
- Second, our methods differ from standard sparse autoencoders [13] in that we do not penalize the sparsity of the hidden layer. Rather, our methods allow for a sparse set
of exceptions to the enforcement of the autoencoder loss function.

2 BACKGROUND

We begin the derivation of our methods by providing a brief introduction to non-linear feature representation by way of deep autoencoders. We also present a few foundational ideas from Robust Principal Component Analysis (RPCA) which are classically used to construct low-dimensional linear features by filtering out outlying measurements using a convex relaxation of the rank operator [6, 20].

2.1 Deep Autoencoders

A deep autoencoder is a feed-forward multi-layer neural network in which the desired output is the input itself. Upon first glance, this process may seem trivial since the identity mapping would have no reconstruction error. However, autoencoders become non-trivial when the identity map is disallowed either by way of some type of regularization or, more importantly for the current derivation, by having hidden layers which are a low-dimensional, non-linear representation of the input data.

In particular, autoencoders learn a map from the input to itself through a pair of encoding and decoding phases

\[ \hat{X} = D(E(X)) \]  

where \( X \) is the input data, \( E \) is an encoding map from the input data to the hidden layer, \( D \) is a decoding map from the hidden layer to the output layer, and \( \hat{X} \) is the recovered version of the input data. The idea is to train \( E \) and \( D \) to minimize the difference between \( X \) and \( \hat{X} \).

In particular, an autoencoder can be viewed as a solution to the following optimization problems:

\[ \min_{D,E} ||X - D(E(X))|| \]  

where \( ||·|| \) is commonly chosen to be the \( \ell_2 \)-norm.

Usually, an autoencoder with more than one hidden layers is called a deep autoencoder [11] and each additional hidden layer requires an additional pair of encoders \( E(·) \) and decoders \( D(·) \). By allowing many layers of encoders and decoders, a deep autoencoder can effectively represent complicated distributions over the input \( X \). In the sequel, our focus will be on deep autoencoders with all autoencoders assumed to be deep.

2.2 Robust Principal Component Analysis

Robust Principal Component Analysis (RPCA) [6, 7, 20] is a generalization of Principal Component Analysis (PCA) [8] that attempts to reduce the sensitivity of PCA to outliers. In particular, RPCA allows for the careful teasing apart of sparse outliers so that the remaining low-dimensional approximation is faithful to the noise-free low-dimensional subspace describing the bulk of the raw data [6, 7, 20].

Specifically, RPCA splits a data matrix \( X \) into a low-rank matrix \( L \) and a sparse matrix \( S \) such that

\[ X = L + S. \]  

The matrix \( L \) contains a low-dimensional representation of \( X \) [6, 7, 20] and the matrix \( S \) consists of element-wise outliers, which cannot be efficiently captured by the low-dimensional representation \( L \).

Naively, this matrix decomposition can be computed by way of the following optimization problem [6, 7]

\[ \begin{align*} 
\min_{L,S} & \rho(L) + \lambda||S||_0 \\
\text{s.t.} & \ ||X - L - S||_F^2 = 0, 
\end{align*} \]  

where \( \rho(L) \) is the rank of \( L \), \( ||S||_0 \) is the number of non-zero entries in \( S \), and \( ||·||_F \) is the Frobenius norm. However, the non-convex optimization (4) is NP-hard [6, 7] and only computationally tractable for small matrices \( X \). However, there is a large literature [6, 7, 20] on convex relaxations of this class of problems, such as

\[ \begin{align*} 
\min_{L,S} & ||L||_* + \lambda||S||_1 \\
\text{s.t.} & ||X - L - S||_F^2 = 0, 
\end{align*} \]  

where the \( ||·||_* \) is the nuclear norm (i.e., the sum of the singular values of the matrix) and \( ||·||_1 \) is the one norm (i.e., the sum of the absolute values of the entries).

While optimization (4) is NP-hard, optimization (5) is convex and can be solved for large data matrices \( X \). With this idea, the key insight of our method can be succinctly described. It is well known [10] that, when one considers a Frobenius loss function and constrains the autoencoder \( D \) and \( E \) (2) to be linear maps, that PCA is an optimal autoencoder. Accordingly, our method can be viewed as replacing the nuclear norm in (5), which results in a linear projection to a low-dimensional hidden layer, with a non-linear autoencoder, which results in a non-linear projection to a low-dimensional hidden layer.

Of course, one must therefore solve (5) but with a more complicated objective function. However, using ideas such as the Alternating Direction Method of Multipliers [3], we demonstrate how one can address such problems by combining standard off-the-shelf solvers for optimizing a deep autoencoder with standard techniques for optimizing proximal problems involving the \( \ell_1 \) or other similar penalties [4, 20].

3 METHODOLOGY

In this section we provide the derivation of our proposed methodologies for constructing Robust Deep Autoencoders, which we view as a combination of autoencoders and robust principal component analysis. The central idea is that a RDA inherits the non-linear representation capabilities of autoencoders combined with the anomaly detection capabilities of RPCA. The key insight is that noise and outliers\(^1\) are essentially incompressible and therefore cannot effectively be projected to a low-dimensional hidden layer by an autoencoder. In particular, if exceptions could be allowed to the autoencoder loss function, then the low-dimensional hidden layer could provide accurate reconstruction, with a low-dimensional hidden layer, except for those few exceptions. Just as in RPCA, when the noise and outliers are isolated into \( S \), the remaining data \( L_D \)

\(^1\)In this paper, the term "noise" implies the element-wise noise, the "outlier" implies the row-wise outlying instance and the "anomalies" implies both.
can be accurately reconstructed by an autoencoder with such a low-dimensional hidden layer.

3.1 Robust Deep Autoencoders with $\ell_1$ Regularization

Inspired by RPCA, we augment autoencoders with a filter layer. The filter layer culls out the anomalous parts of the data that are difficult to reconstruct, and the remaining portion of the data can be represented by the low-dimensional hidden layer with small reconstruction error.

Similar to RPCA, a Robust Deep Autoencoder also splits input data $X$ into two parts $X = L_D + S$, where $L_D$ represents the part of the input data that is well represented by the hidden layer of the autoencoder, and $S$ contains noise and outliers which are difficult to reconstruct. By removing the noise and outliers from $X$, the autoencoder can more perfectly recover the remaining $L_D$. To achieve this property, our loss function for a given input $X$ could be thought of as the $\ell_0$ norm of $S$, which counts the number of non-zero entries in $S$, balanced against the reconstruction error of $L_D$, as in the optimization problem

$$\min_\theta \|L_D - D\theta(E\theta(L_D))\|_2 + \lambda \|S\|_0$$

s.t. $X - L_D - S = 0$, (6)

where $E\theta()$ denotes an encoder, $D\theta()$ denotes a decoder, and $S$ captures the anomalous data, $L_D$ is a low dimension manifold and $\lambda$ is a parameter that tunes the level of sparsity in $S$. $\lambda$ **plays an essential role in our analysis**. In particular, a small $\lambda$ will encourage much of the data to be isolated into $S$ as noise or outliers, and therefore minimize the reconstruction error for the autoencoder. Similarly, a large $\lambda$ will discourage data from being isolated into $S$ as noise or outliers, and therefore increase the reconstruction error for the autoencoder.

Foreshadowing our results in Section 5, we note that we make extensive use of the $\lambda$ parameter in our numerical results. In particular, one can tune $\lambda$ depending on the desired use of the robust autoencoder. For example, $\lambda$ can be tuned to maximize the performance of the features provided by the hidden layer in some supervised learning problems or $\lambda$ can be tuned to optimize false alarm rates in unsupervised anomaly detection problems.

Unfortunately, the optimization problem in (6) is not computationally tractable, just as is (4). However, following the RPCA literature [6, 7, 20], one can relax the combinatorial $\|S\|_0$ term of the optimization (6) by replacing it with a convex relaxation $\|S\|_1$, giving rise to the optimization

$$\min_\theta \|L_D - D\theta(E\theta(L_D))\|_2 + \lambda \|S\|_1$$

s.t. $X - L_D - S = 0$. (7)

Notice that in the constraint of (7) we split the input data $X$ into two parts, $L_D$ and $S$. $L_D$ is the input to an autoencoder $D\theta(E\theta(L_D))$ and we train this autoencoder by minimizing the reconstruction error $\|L_D - D\theta(E\theta(L_D))\|_2$ through back-propagation. $S$, on the other hand, contains noise and outliers which are difficult to represent using the autoencoder $D\theta(E\theta(L_D))$.

Note, while the objective $\|L_D - D\theta(E\theta(L_D))\|_2$ does not specify any particular form for the encoding and decoding pair $E$ and $D$,

herein we follow the standard practice of having

$$E\theta(x) = E_{W_1, b}(x) = \logit(W_1 x + b_E)$$

and

$$D\theta(x) = D_{W_1, b}(x) = \logit(W^T E_{W_1, b}(x) + b_D)$$


3.2 Robust Deep Autoencoders with $\ell_2,1$ Regularization

Our basic RDA in Section 3.1 assumes that the noise and outliers are unstructured, and thus we have used a generic $\ell_1$ penalty on $S$ to introduce element-wise sparsity. However, in many cases we may have anomalies that are structured.

In particular, we can view our training data as a matrix where each row is a data instance, such as a picture in an image processing application or a packet in a network analysis application, while each column is a feature, such as a pixel in an image or a particular byte in a packet. An example of such a data matrix is shown in Figure 1.

Accordingly, we treat two different types of group anomalies. First, we have the case where a particular feature is corrupted across many instances. For example, perhaps a digital camera has a bad pixel in its image plane. Second, we have the case where a particular instance is anomalous across many different features. For example, one may have a picture of a 7 mixed into a group of pictures all of which are otherwise pictures of 2s, as in Figure 1.

As a consequence, we have developed additional techniques that group errors across elements in $S$ to enhance anomaly detection. In particular, both cases can easily be treated by our methods by generalizing the $\ell_1$ penalty to a grouped $\ell_2,1$ norm [2].

![Figure 1: This figure shows two examples of group anomalies.](image)

**Figure 1:** This figure shows two examples of group anomalies. For example, on the left, we see a collection of 2s corrupted by a single 7. This corresponds to a row of $X$ being anomalous. Similarly, on the right, we see a collection of digits where a particular pixel is always on. This corresponds to a column of $X$ being anomalous. Our structured $\ell_2,1$ penalty is intended to address both of these cases.

3.3 Anomalous Feature and Instance Detection

In particular, the $\ell_2,1$ norm can be defined as

$$\|X\|_{2,1} = \sum_{j=1}^{n} |x_j|_2 = \sum_{j=1}^{n} \sum_{i=1}^{m} |x_{ij}|^2^{1/2}$$ (8)
and, it can be viewed as inducing a $\ell_2$ norm regularizer over members of each group and then a $\ell_1$ norm regularizer between groups [19]. Similarly, if we want to group the elements of a row and then look for sparse anomalies among the collection of rows, we merely need to look at the transpose of $X$ and use $||X^T||_{2,1}$.

With definition (8) in mind, we can pose the following optimization problem

$$\min_{\theta, S} ||L_D - D_\theta(E_\theta(L_D))||_2 + \lambda ||S||_{2,1} \quad \text{s.t. } X - L_D - S = 0,$$

(9)

where the terms are defined as in (7) except the $\ell_1$ norm has been replaced by the grouped norm $\ell_{2,1}$.

Similarly, if we are interested in analyzing data with anomalous data instances, then we merely need to consider the following optimization problem using the grouped penalty $\ell_{2,1}$ on $S^T$:

$$\min_{\theta, S} ||L_D - D_\theta(E_\theta(L_D))||_2 + \lambda ||S^T||_{2,1} \quad \text{s.t. } X - L_D - S = 0.$$

(10)

4 ALGORITHM TRAINING

In this section we provide the details of our methodology for solving problems such as (7), (9), and (10). In particular, we are inspired by ideas such as the Alternating Direction Method of Multipliers [4] and R. L. Dykstra’s alternating projection method [5]. As we will detail, we iteratively optimize each of the terms in (7), (9), and (10) separately, interspersed with projections onto the constraint manifold. Note, since our full objective is not convex, the convergence of the method to a global minimum is non-trivial to guarantee. In particular, even the minimization of just the autoencoder $||L_D - D_\theta(E_\theta(L_D))||_2$ cannot, in full generality, be guaranteed to find a global minimizer [29]. However, as we will demonstrate in Section 5, we have substantial empirical evidence that the optimization algorithm we present below provides high-quality solutions.

4.1 Alternating Optimization for $\ell_1$ and $\ell_{2,1}$

Robust Deep Autoencoder

The key insight of the Alternating Direction Method of Multipliers (ADMM) [4] is to divide the objective we wish to minimize into two (or more) pieces. One then optimizes with respect to one of the pieces while keeping the other pieces fixed. Accordingly, as inspired by the RPCA literature [6, 7, 20] we split the objective in (7), (9), and (10) into a first piece which depends on $L_D$ and is independent of $S$, namely $||L_D - D_\theta(E_\theta(L_D))||_2$, and a second piece which depends on $S$ and is independent of $L_D$.

Back-propagation [10] is a typical training algorithm for deep learning and it is precisely the method we use for optimizing the term $||L_D - D_\theta(E_\theta(L_D))||_2$ when $S$ is held constant. However, the terms such as $||S||_1$, $||S||_{2,1}$, and $||S^T||_{2,1}$ are more delicate since they are not differentiable. However, such non-differentiable terms can be phrased as proximal gradient problems [4], whose solution we will detail in Sections 4.2 and 4.3. To combine these two parts, we follow the idea of an ADMM [3, 4] and Dykstra’s alternating projection method [5]. In effect, we use the back-propagation method to train an autoencoder to minimize $||L_D - D(E(L_D))||_2$ with $S$ fixed, a proximal gradient to minimize the penalty term $||S||_1$ or $||S||_{2,1}$ with $L_D$ fixed, and after each minimization we use element-wise projections $S = X - L_D$ and $L_D = X - S$ to enforce the constraints.

The following is our proposed optimizing method:

```
Input: $X \in \mathbb{R}^{N \times n}$
Initialize $L_D \in \mathbb{R}^{N \times n}, S \in \mathbb{R}^{N \times n}$ to be zero matrices, $LS = X$, and an autoencoder $D(E(\cdot))$ with randomly initialized parameters.

while(True):
    1. Remove $S$ from $X$, using the remainder to train the autoencoder. (In the first iteration, since $S$ is the zero matrix, the autoencoder $D(E(\cdot))$ is given the input $X$):
        $L_D = X - S$
    2. Minimize the first term $||L_D - D(E(L_D))||_2$ using back-propagation.
    3. Set $L_D$ to be the reconstruction from the trained autoencoder:
        $L_D = D(E(L_D))$
    4. Set $S$ to be the difference between $X$ and $L_D$:
        $S = X - L_D$
    5. Optimize $S$ using a proximal operator:
        $S = \text{prox}_{\lambda, L_1}(S)$
        or:
        $S = \text{prox}_{\lambda, L_1}(S)$
    6.1 Check the convergence condition that $L_D$ and $S$ are close to the input $X$ thereby satisfying the constraint:
        $c_1 = ||X - L_D - S||_2 / ||X||_2$
    6.2 Check the convergence condition that $L_D$ and $S$ have converged to a fixed point:
        $c_2 = ||LS - L_D - S||_2 / ||X||_2$
        if $c_1 < \epsilon$ or $c_2 < \epsilon$:
            break
    7. Update $LS$ for convergence checking in the next iteration:
        $LS = L_D + S$
    Return $L_D$ and $S$
```

4.2 Proximal Method for $\ell_1$ Norm

The $\ell_1$ norm can be optimized efficiently through the use of a proximal method [3, 4] such as

$$\text{prox}_{\lambda, L_1}(x_i) = \begin{cases} 
    x_i - \lambda, & \text{if } x_i > \lambda \\
    x_i + \lambda, & \text{if } x_i < -\lambda \\
    0, & \text{if } x_i \in [-\lambda, \lambda]. 
\end{cases}$$

(11)

Such a function is known as a shrinkage operator and is quite common in $\ell_1$ optimization problems. For additional details see [4].

The following pseudo-code provides an implementation of proximal operator $\text{prox}_{\lambda, L_1}(S)$:

```
Input: $S \in \mathbb{R}^{m \times n}$, $\lambda$
```
In this section we demonstrate the effectiveness of our proposed robust autoencoders using the well-known image recognition MNIST data set [12]. The training set consists of 50,000 instances, and each instance is a 28 × 28 pixel image. Each image is labeled as a digit ranging from “0” to “9”. However, as we will detail in the sequel, rather than merely considering the original MNIST data set, we corrupt the base images with noise and outliers to demonstrate and validate the various capabilities of our approaches.

5.1 Implementation Details

We build our implementation of a RDA using the Google machine learning library, Tensorflow, version 0.12.0rc0 [1] and Theano version 0.9 [26]. We ran our experiments on a virtual machine running an Ubuntu 14.04.3 image with 2 CPUs, and 4 GB memory. The image is run on hardware provided the NSF Jetstream Cloud [25, 27]. As is standard in the literature [11], we specify the encoder $E(·)$ of each layer as $E(X) = g(X \cdot W + b)$, where $X$ is our input data, $g$ is an activation function, $W$ is a projection from the input dimension to a lower dimensional hidden layer and $b$ is a bias term. The decoder $D(·)$ of each decoding layer is $X = D(X) = g(E(X) \cdot W^T + b_D)$, where $W^T$ projects a low-dimensional hidden layer back to the higher input dimension. We choose $g(·)$ to be the sigmoid function $g(t) = \frac{1}{1 + \exp(-t)}$.

The TensorFlow based autoencoder is the building block of our implementation and makes use of the following pseudo-code interface:

```
Initialize an autoencoder with sizes of each layer
   .init(layer_sizes)
Training the autoencoder, given data X
   .fit(X, iter, batch_size)
After training, get the hidden layer value
   .transform(X)
```

Our code is available on Github at: https://github.com/ze8340311/RobustAutoencoder/tree/master/lib

5.2 $\ell_1$ Robust Deep Autoencoder for Denoising

In Figure 2, we show the key results for our proposed $\ell_1$ penalized Robust Deep Autoencoder as compared against a standard autoencoder. Our experiment consists of taking the digits from the MNIST data set and corrupting them with various levels of noise. In particular, we randomly pick a certain number of the pixels for each instance, and we set the pixel value to 0 if the original pixel value is larger than 0.5, and we set the pixel value to 1 otherwise.

Then, these corrupted images are used to train a normal autoencoder and a RDA each with exactly the same number and breadth of layers. In particular, we use two hidden layers which project the input data from 784 dimensions to 196 dimensions, and then project 196 dimensions to 49 dimensions.

Both models are only trained on corrupted images and neither of them has any extra information, e.g. the labels of the images or any clean images. After training, we extract the dimension reduced features from their hidden layers.

To judge the quality of the features produced by our hidden layers we use the following procedure. In particular, we use the values in the hidden layer as features for a supervised classifier. We split the data with 1/3 of the instances as a testing set and the remaining 2/3 as a training set. The quality of features produced by the various autoencoders are judged by the prediction accuracy of the classifier on the test set. For our supervised classifier, we choose a random forest as implemented in the scikit-learn package, version 0.18, [21]. We use 50 trees in the forest and leave the remaining
parameters for the classifier at their default values (e.g., each tree has access to a number features equal to the square root of the total number of input features). Note, we do not choose a state-of-the-art supervised learning method for this problem since the supervised learning method is merely used to assess the performance of the features provided by the (robust) autoencoder’s hidden layers. We leverage the random forest to offer a fair comparison environment, which is consistent through all experiments.

For a fixed supervised classifier, we presume that higher test error rates are indicative of lower feature quality. With the above details in mind, Figure 2 demonstrates how the features provided by an autoencoder’s hidden layer are corrupted by the noise in the images, while the robust autoencoder’s hidden layers are more faithful representations of the original noiseless images, even though the RDA was trained using only corrupted imagery.

In the Figure 2, from left to right, the input X has a larger and larger fraction of corrupted pixels. As specified by our noise model, the number of corrupted pixels ranges from 10 to 350 (out of 784) per image. From bottom to top, the λ value grows from 0.1 to 100. In particular, we can see the Robust Deep Autoencoders and normal autoencoders get similar test errors when there are few corruptions, e.g. 10 to 50 corrupted pixels for each image (as shown in Figure 2 by case 1). This fact should not be surprising, since for such images the λ1 penalty does not play a pivotal role.

However, when the noise increases, for example in the cases of area 2 in Figure 2, and one has from 80 to 300 corrupted pixels per image, and the normal autoencoder has up to 30% higher error rates than the Robust Deep Autoencoders! The red areas in Figure 2 indicate those experiments where noise has significantly reduced the feature quality provided by the autoencoder’s hidden layer, while the Robust Deep Autoencoder’s hidden layer is immune to the noise, due to S and the λ1 penalty. Also, from a more qualitative point of view, one also finds that the reconstructed images from the Robust Deep Autoencoders are cleaner digits and might be more desirable for consumption by a human analyst. Finally, when the fraction of corrupted pixels continues to grow, say above 300 corrupted pixels per image, in the cases of area 3 in Figure 2, neither model can produce high-quality features and the testing accuracy of both methods is again the same.

5.3 ℓ2,1 Robust Deep Autoencoder for Outlier Detection

Our anomaly detection experiments begin by gathering images of the digit “4” from the MNIST dataset, and these images will comprise our nominal data. This nominal data is then corrupted by mixing in images which are randomly sampled from other digit’s images (e.g. “0”, “7”, “9” etc.). The mixed data contains 4859 nominal instances and 265 anomalies. Accordingly, the ratio of anomalies to total number of instances in this set is about 5.2%. Our experimental setup is shown in Figure 3.

We train an ℓ2,1 RDA using the mixed data without providing any side information (such as which images are actually “4”). It is our goal that the ℓ2,1 RDA should automatically pick out the high reconstruction error anomalies and isolate these outliers into S. The performances of the ℓ2,1 RDA can then be assessed by comparing the predicted outlying instances in S and the true outliers whose label we know.

In this instance, the layer sizes of the RDA are 784, 400, and 200. To get the optimal value of λ, we search a range from 1e − 05 to 1.5e − 04 with layer sizes fixed and only judge the λ value based on its F1-score for detecting outliers [8]. Figure 4 shows a set of examples that are intended to provide the reader within intuition as to how λ influences the predictions and sparsity of S when using the ℓ2,1 norm.

Figure 5 shows the results of our anomaly detection experiment. We wish to emphasize that the entire experiment is unsupervised, except for the training of the single parameter λ.

In particular, the training of the ℓ2,1 RDA is fully unsupervised, and the ℓ2,1 RDA is only trained with unlabeled images. Tuning the λ parameter makes the algorithm semi-supervised in that we use the F1-score to select the optimal λ value. The idea is that the optimal choice for λ does not revolve around the particular form of the anomalies. Rather, the choice of λ revolves around ensuring that all nominal instances are represented by L. In other words, λ is not chosen based on the anomalous instances, it is chosen based on the normal instances.

As shown in Figure 4 our experiment proceeds as follows. λ is used to control the sparsity of S. In particular, a small λ places a small penalty on S, and the RDA emphasizes minimizing the reconstruction error by marking many images as anomalous and giving rise to many false-positives. λ then can be increased to trade-off false-positives for false-negatives. Accordingly, the optimal λ should balance both false-positive and false-negative rates. Thus, we use the F1-score to select the optimal λ.

To validate the performance of our outlier and anomaly detection methods, we compare our model against a state-of-the-art outlier detection method, namely the Isolation Forest [14]. The key idea of Isolation forests is that anomalies are

\(^n^\text{Note, for this experiment we do not use a normal autoencoder.}\)
Figure 2: This figure shows the difference between error rates for the features constructed by a normal autoencoder and a RDA. Red indicates where the error rates of the RDA are superior to those of the normal autoencoder, and blue indicates where the converse is true. The error rates are based upon the prediction of image labels with respect to different degrees of corruption and different values of $\lambda$ in the Robust Deep Autoencoders. The x-axis shows different corruption levels, and the y-axis shows different $\lambda$ values. The two images on the bottom, indicated with 1 and 3, show examples of images with the designated amount of corrupted pixels. As can be seen, the images range from very modest corruptions to those in which the original digits cannot be seen. Most importantly, the area marked by 2 shows a large region, covering many different levels of corruption and values of $\lambda$, in which the RDA performs better than the standard autoencoder on the image classification task. In particular, for some levels of corruption, and values of $\lambda$, the robust auto-encode performs up to 30% better. On the right, we show several examples of images from the red area. As can be seen, the original images on top are quite corrupted, while the images in the middle, produced from the Robust Deep Autoencoder’s output layer, are largely noise free. However, the standard autoencoder, as it only has noisy imagery on which to train, faithfully, but inappropriately, reproduces the noise.

We use the Isolation Forests model as implemented by version 0.18.1 of the scikit-learn package [21]. The isolation forest model takes two variables: the number of trees and the fraction of outliers. We fix the number of trees to 100 and optimize over the outlier fraction from 0.01 to 0.69 (similar to the optimization of $\lambda$ in the RDA). We pick the best fraction number based on the F1-score.

We compare the $\ell_1$, $\ell_2$, and isolation forest on their best F1-score and on how they perform across a range of parameters. From Figures 5 and 6, we can see the RDA gets an F1 score of 0.64 with its optimal $\lambda$ parameter, while the highest F1-score achieved by the Isolation Forest is 0.37, which is a 73.0% improvement.

5.4 Convergence of Training Method
As we mentioned in Section 4, since the objective function of both an $\ell_1$ RDA and an $\ell_2$, $\ell_1$ RDA is not convex, the convergence of our model to a global minimum is non-trivial to guarantee. However, in our experiments, we have empirically observed the convergence rates of our algorithm, and in this section, we provide some of
Figure 4: This figure shows how the sparsity of $S$ changes with different $\lambda$ values. ① shows a small $\lambda$, namely $\lambda = 0.00005$, which levies a small penalty on $S$, and the robust autoencoder emphasizes minimizing the reconstruction error by marking many images as anomalous. Accordingly, $S$ is dense and every instance is non-zero. Since non-zero rows in $S$ are marked as anomalies, the RDA has a high false-positive rate. In the case of ②, ③, and ④ the $\lambda$ value is larger, placing a heavier penalty on $S$, and forcing $S$ to be sparser. Many rows are shrunk to zero which reduces the false-positive rate, but also increases the false-negative rate. For example, ⑥ indicates an example of a false-negative; a “1” digit is supposed to be picked out as an outlier, but is marked as nominal. When the $\lambda$ value gets even larger, as in ⑤, the large penalty on $S$ causes every row of $S$ to be shrunk to zero. In this cases, $S$ is the zero matrix and thus no instance will be marked as anomalies. Accordingly, the optimal $\lambda$ should balance both false-positive and false-negative rates. Thus, we use the F1-score to select the optimal $\lambda$.
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Figure 7: This figure shows the convergence of our optimization algorithm for (7). The objective descends quickly in the first 50 iterations and archives convergences after 200 iterations when $\lambda$ is small. Convergence is slower for large $\lambda$ values but still reasonable for our problems of interest.
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was solved using ideas from proximal methods \cite{4}, backpropagation (ADMM) \cite{3}. We demonstrated the effectiveness of our approaches by achieving an approximately 30% improvement over standard autoencoders, based upon noisy versions of the MNIST data set \cite{12}, where we generalized to the case where no clean, noise-free data is available, as we vary the fraction ratio for the Isolation Forest algorithm from 0 to 1. In the future, we would like to test our model on additional data sets from multiple areas, especially for the detection of cyber-attacks in network data. In addition, while we have substantial empirical evidence as to the convergence of our training algorithm for constructing high quality solutions, we would like to derive a theoretical basis for our training algorithm including convergence rates.

6 CONCLUSION
In this paper, we have shown how denoising autoencoders can be generalized to the case where no clean, noise-free data is available, creating a new family of methods that we call \textit{Robust Deep Autoencoders}. These methods use an anomaly regularizing penalty based upon either $\ell_1$ or $\ell_2$ penalties. The resulting optimization problem was solved using ideas from proximal methods \cite{4}, backpropagation \cite{24}, and the Alternating Direction of Method of Multipliers (ADMM) \cite{3}. We demonstrated the effectiveness of our approaches based upon noisy versions of the MNIST data set \cite{12}, where we achieved an approximately 30% improvement over standard autoencoders. As an interesting consequence of the development of such robust deep autoencoders, we also derived a novel family of unsupervised anomaly detection algorithms (parameterized by $\lambda$) and the effectiveness of these methods was demonstrated by comparing against Isolation Forests where we achieved a 73% improvement over that method. It is worth mentioning that in this paper we focus on improving autoencoders, however the $X = L_D + S$ framework, which is inspired by the RPCA, could be generalized where the autoencoder part is exchanged for other cost functions.

In the future, we would like to test our model on additional data sets from multiple areas, especially for the detection of cyber-attacks in network data. In addition, while we have substantial empirical evidence as to the convergence of our training algorithm for constructing high quality solutions, we would like to derive a theoretical basis for our training algorithm including convergence rates.
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