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INTRODUCTION

The next generation of wireless communication
systems are envisaged to provide high-speed,
high-bandwidth ubiquitous connectivity to end
users through a converged network of different
technologies, such as third- and fourth-genera-
tion (3G/4G) mobile cellular systems, IEEE
802.11 (WiFi) based wireless local area networks

(WLANs), and emerging broadband wireless
technologies such as IEEE 802.16 (WiMAX).

One of the key components of such con-
verged networks is the wireless mesh network
(WMN), which is a fully wireless network that
employs multihop ad hoc networking techniques
to forward traffic to/from the Internet. Unlike
the mobile ad hoc network (MANET), a mesh
network uses dedicated nodes (called mesh
routers) to build a wireless backbone to provide
multihop connectivity between nomadic users
and the Internet gateways [1]. WMNs can pro-
vide significant advantages in deploying cost-effi-
cient, highly flexible, and reconfigurable
backhaul connectivity over large areas. As high-
lighted in [2], WMNs have emerged as a promis-
ing candidate for extending the coverage of WiFi
islands and providing flexible high-bandwidth
wireless backhaul for converged networks.

The wireless backbone, consisting of wireless
mesh routers equipped with one or more radio
interfaces, highly affects the capacity of the mesh
network. This has a significant impact on the over-
all performance of the system, thus generating
extensive research in order to tackle the specific
challenges of the WMN. (See [3] for a survey).

Current state-of-the-art mesh networks, which
use off-the-shelf 802.11-based network cards, are
typically configured to operate on a single chan-
nel using a single radio. This configuration
adversely affects the capacity of the mesh due to
interference from adjacent nodes in the network,
as identified in [3]. Various schemes have been
proposed to address this capacity problem, such
as modified medium access control (MAC) pro-
tocols adapted to WMNs [4], the use of channel
switching on a single radio [5, 6], and directional
antennas [3]. While directional antennas and
modified MAC protocols make the practical
deployment of such solutions infeasible on a
wide scale, the main issue in using multiple
channels with a single radio is that dynamic
channel switching requires tight time synchro-
nization between the nodes. 
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Equipping each node with multiple radios is
emerging as a promising approach to improving
the capacity of WMNs. First, the IEEE 802.11b/g
and IEEE 802.11a standards provide 3 and 12
nonoverlapping (frequency) channels, respective-
ly, which can be used simultaneously within a
neighborhood (by assigning nonoverlapping
channels to radios). This then leads to efficient
spectrum utilization and increases the actual
bandwidth available to the network. Second, the
availability of cheap off-the-shelf commodity
hardware also makes multiradio solutions eco-
nomically attractive. Finally, the spatio-temporal
diversity of radios operating on different fre-
quencies with different sensing-to-hearing ranges,
bandwidth, and fading characteristics can be
leveraged to improve the capacity of the network.

Although multiradio mesh nodes have the
potential to significantly improve the perfor-
mance of mesh networks, efficient channel
assignment is a key issue in guaranteeing net-
work connectivity while still mitigating the
adverse effects of interference from the limited
number of channels available to the network. A
WMN node needs to share a common channel
with each of its communication-range neighbors
with which it wishes to set up a virtual link1 or
connectivity. However, to reduce interference, a
node should minimize the number of neighbors
with which it will share a common channel.
There is thus a trade-off between maximizing
connectivity and minimizing interference, as
illustrated in Fig. 1. In this figure the maximum
connectivity that can be achieved is shown in
Fig. 1a. In both Fig. 1b and 1c, there are four
channels available but only three can be assigned
to the radios in Fig. 1b that maximize connectivi-
ty. On the other hand, all four can be exploited
simultaneously if the only goal is to minimize
interference, as shown in Fig. 1c.

The above issues provided us with the moti-
vation to undertake a systematic study of differ-
ent channel assignment schemes for WMNs, and
examine their relative strengths and weaknesses,
as outlined later. Based on our research, we
identify the key characteristics pertinent to chan-
nel assignment in WMNs and present an innova-
tive scheme called MesTiC for channel
assignment in multiradio mesh networks. MesTiC
is a static centralized channel assignment scheme
based on a ranking function that takes into

account traffic, number of hops from the gate-
way, and number of radio interfaces per node.
We summarize the performance of MesTiC in
terms of network throughput on a comparative
simulation platform. We compare the different
CA schemes. We then conclude the article.

A TAXONOMY OF CHANNEL
ASSIGNMENT SCHEMES FOR WMNS
Channel assignment (CA) in a multiradio WMN
environment consists of assigning channels to the
radio interfaces in order to achieve efficient
channel utilization and minimize interference.
The problem of optimally assigning channels in
an arbitrary mesh topology has been proven to
be NP-hard based on its mapping to a graph-col-
oring problem [7]. Therefore, channel assignment
schemes predominantly employ heuristic tech-
niques to assign channels to nodes in the net-
work. The performance bottleneck associated
with channel assignment in WMNs has been
extensively studied in the literature. In this sec-
tion we present a taxonomical classification of
various CA schemes for mesh networks. Figure 2
presents the taxonomy on which the rest of the
section is based. Specifically, the proposed CA
schemes can be divided into three main cate-
gories — fixed, dynamic, and hybrid — depend-
ing on the frequency with which the CA scheme
is modified. In a fixed scheme the CA is almost
constant, while in a dynamic scheme it is continu-
ously updated to improve performance. A hybrid
scheme applies a fixed scheme for some inter-
faces and a dynamic one for others. In the fol-
lowing we analyze these three categories and give
examples of CA schemes from each category.

FIXED CHANNEL ASSIGNMENT SCHEMES
Fixed assignment schemes assign channels to
interfaces either permanently or for long time
intervals with respect to the interface switching
time. Such schemes can be further subdivided
into common channel assignment and varying
channel assignment.

Common Channel Assignment — This is the
simplest scheme. In CCA [8] the radio interfaces
of each node are all assigned the same set of
channels. The main benefit is that the connectiv-

n Figure 1. Trade-off between connectivity and interference: a) single channel scenario; b) maximum con-
nectivity; c) minimum interference.
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ity of the network is the same as that of a single-
channel approach, while the use of multiple
channels increases network throughput. Howev-
er, the gain may be limited in scenarios where
the number of nonoverlapping channels is much
greater than the number of network interface
cards (NICs)2 used per node. Thus, although this
scheme presents a simple CA strategy, it fails to
account for the various factors affecting channel
assignment in a WMN.

Varying Channel Assignment — In the VCA
scheme, interfaces of different nodes may be
assigned different sets of channels [7, 9]. Howev-
er, the assignment of channels may lead to net-
work partitions and topology changes that may
increase the length of routes between the mesh
nodes. Therefore, in this scheme, assignment
needs to be carried out carefully. Below we pre-
sent the VCA approach through two existing
algorithms in this subcategory.

Centralized Channel Assignment — Based
on Hyacinth, a multichannel wireless mesh net-
work architecture,  a central ized channel
assignment algorithm for WMNs (C-HYA) is
proposed in [7], where traffic is mainly direct-
ed toward gateway nodes (i.e. the traffic is
directed to/from the Internet). Assuming the
traffic load is known, this algorithm assigns
channels, thus ensuring the network connectiv-
ity and bandwidth limitations of each link. It
first estimates the total expected load on each
virtual link based on the load imposed by each
traffic flow. Then the channel assignment algo-
rithm visits each virtual link in decreasing
order of expected traffic loads and greedily
assigns it a channel. The algorithm starts with
an initial estimation of the expected traffic
load and iterates over both channel assign-
ment and routing until the bandwidth allocat-
ed to each virtual link matches its expected
load. While this scheme presents a method for
channel allocation that incorporates connectiv-
ity and traffic patterns,  the assignment of
channels on links may cause a ripple effect [7]
whereby already assigned l inks have to be
revisited, thus increasing the time complexity
of the scheme.

A Topology Control Approach — In [9] the
notion of a traffic independent channel assign-
ment scheme is proposed to enable an efficient
and flexible topology formation, ease of coordi-
nation, and to exploit the static nature of mesh
routers to update the channel assignment on
large timescales. A polynomial time greedy
heuristic called Connected Low Interference
Channel Assignment (CLICA) is presented in
[9] that computes the priority for each mesh
node and assigns channels based on the connec-
tivity graph and conflict graph.  However, the
algorithm can override the priority of a node to
account for the lack of flexibility in terms of
channel assignment and to ensure network con-
nectivity. Thus, while this scheme overcomes link
revisits, it does not incorporate the role of traffic
patterns in channel assignment for WMNs.

DYNAMIC CHANNEL ASSIGNMENT SCHEMES
Dynamic assignment strategies allow any inter-
face to be assigned any channel, and interfaces
can frequently switch from one channel to anoth-
er. Therefore, when nodes need to communicate
with each other, a coordination mechanism has
to ensure they are on a common channel. For
example, such mechanisms may require all nodes
to periodically visit a predetermined rendezvous
channel [5] to negotiate channels for the next
phase of transmission. In the Slotted Seeded
Channel Hopping (SSCH) mechanism [6], each
node switches channels synchronously in a pseu-
do-random sequence so that all neighbors meet
periodically in the same channel. 

The benefit of dynamic assignment is the abil-
ity to switch an interface to any channel, thereby
offering the potential to use many channels with
few interfaces. However, the key challenges
involve channel switching delays (typically on the
order of milliseconds in commodity 802.11 wire-
less cards), and the need for coordination mecha-
nisms for channel switching between nodes.

A Distributed Channel Assignment Scheme
— A set of dynamic and distributed channel
assignment algorithms is proposed in [10, 11],
which can react to traffic load changes in order
to improve the aggregate throughput and achieve
load balancing. Based on the Hyacinth architec-
ture, the algorithm (D-HYA) builds on a span-
ning tree network topology in such a way that
each gateway node (the node directly connected
to the wired network) is the root of a spanning
tree, and every mesh node belongs to one of
these trees. The channel assignment problem
consists of:
• Neighbor-to-interface binding (i.e., it selects

the interface to communicate with every
neighbor), where the dependence among
the nodes is eliminated in order to prevent
ripple effects in the network [7]

• Interface-to-channel binding (i.e., it selects
the channel to assign to every interface),
where the goal is to balance the load among
the nodes and relieve interference
Finally, channels are dynamically assigned to

the interfaces based on their traffic information.
The tree-topology constraint of the scheme
poses a potential hindrance in leveraging multi-
path routing in mesh networks.

n Figure 2. Taxonomy of channel assignment schemes in wireless mesh net-
works.
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HYBRID CHANNEL ASSIGNMENT SCHEMES

Hybrid channel assignment strategies combine
both static and dynamic assignment properties
by applying a fixed assignment for some inter-
faces and a dynamic assignment for other inter-
faces [8, 12, 13]. Hybrid strategies can be further
classified based on whether the fixed interfaces
use a common channel [13] or varying channel
[8, 12] approach. The fixed interfaces can be
assigned a dedicated control channel [10] or a
data and control channel [13], while the other
interfaces can be switched dynamically among
channels. Hybrid assignment strategies are
attractive because, as with fixed assignment, they
allow for simple coordination algorithms, while
still retaining the flexibility of dynamic channel
assignment.

In the next two subsections we describe two
hybrid schemes for CA.

Link Layer Protocols for Interface Assign-
ment — In [8, 12] an innovative link layer inter-
face assignment algorithm (LLP) is proposed
that categorizes available interfaces into fixed
and switchable interfaces. Fixed interfaces are
assigned, for long time intervals, specific fixed
channels, which can be different for different
nodes. On the other hand, switchable interfaces
can be switched over short timescales among
non-fixed channels based on the amount of data
traffic. By distributing fixed interfaces of differ-
ent nodes on different channels, all channels can
be used, while the switchable interface can be
used to maintain connectivity. Two coordination
protocols based on hash functions and the
exchange of Hello packets are proposed in [8] to
decide which channels should be assigned to the
fixed interface and manage communication
between nodes. In [12] the authors propose a
CA scheme based on the second coordination
protocol, but this scheme does not take into
account the traffic load in assigning the fixed
channels.

Interference-Aware Channel Assignment
— The channel assignment problem in wireless
mesh networks in the presence of interference
from collocated wireless networks is addressed
in [13]. The authors propose a dynamic central-
ized interference-aware algorithm (IACA)
aimed at improving the capacity of the WMN
backbone and minimizing interference. This
algorithm is based on an extension to the con-
flict graph concept described in [9], called the
multiradio conflict graph (MCG), where the
vertices in the MCG represent edges between
mesh radios instead of edges between mesh
routers. To compensate for the drawbacks of a
dynamic network topology, the proposed solu-
tion assigns one radio on each node to operate
on a default common channel throughout the
network. This strategy ensures a common net-
work connectivity graph [13], provides alternate
fallback routes, and avoids flow disruption by
traffic redirection over a default channel. This
scheme computes interference and bandwidth
estimates based on the number of interfering
radios, where an interfering radio is a simultane-
ously operating radio that is visible to a mesh

router but external to its network. The channel
assignment scheme works on a rank-based strat-
egy where the rank for every available channel
is based on interference and load. The load,
however, is considered for external wireless net-
works only.

MESTIC: A NEW CHANNEL
ASSIGNMENT SCHEME

As highlighted earlier, the central goal of chan-
nel assignment for multiradio mesh networks is
to improve the aggregate throughput of the net-
work, taking into account the effects of traffic
and interference patterns, as well as maintaining
topological connectivity. Based on our observa-
tions of the impact of traffic patterns and net-
work connectivity on the performance of a
WMN, below we propose an innovative scheme
called MesTiC, which stands for mesh-based traf-
fic and interference aware channel assignment.
It has the following important features:
• MesTiC is a fixed, rank-based, polynomial

time greedy algorithm for centralized chan-
nel assignment, which visits every node
once, thereby mitigating any ripple effect.

• The rank of each node is computed on the
basis of its link traffic characteristics, topo-
logical properties, and number of NICs on
a node.

• Topological connectivity is ensured by a
common default channel deployed on a
separate radio on each node, which can
also be used for network management.
Fixed schemes alleviate the need for channel

switching, especially when switching delays are
large as is the case with the current 802.11 hard-
ware. In addition, MesTiC is rank-based, which
gives the nodes that are expected to carry heavy
loads more flexibility in assigning channels.
Finally, the use of a common default channel
prevents flow disruption.

It should also be mentioned that the pro-
posed scheme has been designed for a mesh net-
work with a single gateway node, but could easily
be extended to multiple gateways with minor
modifications to the basic scheme.

PROPOSED ALGORITHM
The central idea behind MesTiC is to assign
channels to the radios of a mesh node based on
ranks assigned a priori to the nodes. The rank of
a node, Rank(node), determines its priority in
assigning channels to the links emanating from
it. The rank encompasses the dynamics of chan-
nel assignment and is computed on the basis of
three factors:
• The aggregate traffic at a node based on the

offered load of the mesh network as com-
puted in [7]

• The distance of the node, measured as the
minimum number of hops from the gateway
node

• The number of radio interfaces available on
a node
Note that the gateway node is assigned the

highest rank as it is expected to carry the most
traffic. The rank for the remaining nodes is
given by:
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(1)

Clearly, the aggregate traffic flowing through
a mesh node has an impact on the channel
assignment strategy. The rationale behind this
observation stems from the fact that if a node
relays more traffic, assigning it a channel of
least interference will increase the network
throughput. Thus, aggregate traffic in the
numerator in Eq. 1 increases the rank of a node
with its traffic. In addition, due to the hierarchi-
cal nature of a mesh topology, the nodes near-
est the gateway should have a higher preference
(rank) in channel assignment, as they are more

likely to carry more traffic. At the same time,
the number of radios on a node gives flexibility
in channel assignments and should inversely
affect its priority (i.e., the lower the number of
radios, the higher the priority in channel assign-
ment). The aggregate traffic (total traffic
traversing a node) is a key factor in computing
the rank of the node. Such measure is subject to
temporal variability due to the randomness of
the wireless channel, routing protocols and
application layer traffic profiles. We envisage
that the traffic characterizations aggregated
from a large number of network flows change
over longer periods of time, whereas MesTiC
can reassign channels based on new traffic char-
acteristics.

Once the rank of each node has been com-
puted, the algorithm traverses the mesh net-
work in decreasing order of Rank(node),
assigning channels to the radios as described in
Fig. 3. In this figure the algorithm starts by cal-
culating a fixed rank for every node (I), and
then every node is visited in decreasing order
(II). If two nodes have already been assigned
at least one common channel, by default there
is a link between these nodes (II.1). If not, for
every possible unassigned link, the one that
carries the higher traffic is assigned first (II.2)
in the following manner: if the node visited
still has an assigned radio, the least used chan-
nel is assigned to one of its free radios and a
link is established with its neighbor (II.2.a).
Otherwise, if all the visited node’s radios have
already been assigned, the least used channel
among those already assigned to its radios is
assigned to the link (II.2.b). For a detailed
description of the MesTiC algorithm, please
refer to [14].

We illustrate the working principle of Mes-
TiC by considering a simple example in Fig. 4a
where the input connectivity graph and esti-
mated link traffic (estimated traffic between a
node and its neighbors) are shown. In addition
the network is configured with three channels
and two interfaces per node. Assuming that
node b is the gateway node, the rank of the
remaining nodes, in decreasing order, is d, a,
c. The algorithm starts by visiting node b first,
assigning channel C1 to the link between b-a
(which carries the highest traffic of 120), and
then moving on to assign channel C2 to link b-
d. Now, while assigning a channel to link b-c,
it has to choose between C1 and C2. However,
as C1 carries more traffic than C2, it assigns
C2 to link b-c. Similarly, at node d, it assigns a
previously unassigned channel C3 to link d-c,
and as C3 carries less traffic than C2 (90 + 80
= 170) or C1 (120), it assigns C3 to link d-a.
The algorithm proceeds until  all  l inks and
radios are assigned channels, as shown in Fig.
4b.

In this manner MesTiC assigns channels to
the radio interfaces of the nodes in a WMN,
while the connectivity of the network is ensured
through a separate radio on a default channel.
The cost dynamics of 802.11-based hardware and
the availability of 12 nonoverlapping channels in
the IEEE 802.11a standard make a default con-
nectivity scheme feasible under current scenarios
for community mesh networks.

Rank node
Aggregate Traffic node

hops
( )

( )

min
=

ffrom the gateway node

number of radios

 ( )

* (( )node

n Figure 3. Flow diagram of MesTiC.
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PERFORMANCE STUDY

In this section we study the performance of the
proposed channel assignment scheme, MesTiC,
in terms of overall throughput on a wireless
mesh network. We present details of the simula-
tion platform and results of a comparison with
the traffic-aware centralized scheme based on
the Hyacinth architecture [7], C-HYA.

In order to build a common platform for a
comparative study, we developed our simulation
on a modified version of ns-2 [15] software,
which incorporates support for multiple radios
and configurable routing protocols, such as
dynamic source routing (DSR) and ad hoc on
demand distance vector routing (AODV). The
simulation experiments were performed on a 5 ×
5 grid topology3 where each node could poten-
tially communicate with four neighbors. With a
randomly generated traffic profile, the traffic
between any source-destination pair is chosen in
the range [0–3] Mb/s. Ns-2 was configured to
emulate the traffic profile by running constant
bit rate (CBR) UDP flows. The conflict graph
was created based on the interference-to-com-
munication ratio set to 2, and the experiments
reported in this article  were performed based
on the DSR protocol. As mentioned earlier, the
centralized CA scheme based on C-HYA
accounts for the link traffic matrix in their chan-
nel assignment algorithm. Moreover, their simu-
lation analysis is based on a similar ns-2-based
platform with similar settings. Thus, in this arti-
cle we report our results based on comparisons
with C-HYA. However, our simulation platform
can easily be extended to incorporate different
routing and channel assignment schemes for
mesh networks.

The WMN was simulated on ns-2 with the
number of radios on each node set to 3, with 12
nonoverlapping channels. The simulation was
performed for 100 s for a given set of traffic pro-
files, and ns-2 was configured to report the
aggregate throughput obtained in the network.
The experiments were conducted on the mesh
network topology with channel assignments gen-
erated by MesTiC, and repeated for the channel
assignments generated by C-HYA. Figure 5
reports the dynamics of the network in terms of
aggregate throughput. The figure highlights that
the simulation stabilizes around 40 s from the
start of the simulation run, after which MesTiC
reports a sustained higher aggregate throughput
for the mesh network.

Similarly, at the stable region, with MesTiC
there is enough bandwidth for a larger number
of flows in the system, with an average value of
14 flows against an average of 9 flows in C-HYA
[14]. Our extensive simulation results (not
reported due to space constraints) conclude that
MesTiC provides a significant improvement in
aggregate throughput over C-HYA for various
topologies and traffic profiles [14].

Note that although the simulation experi-
ments were performed with three radios per
node, MesTiC essentially operates its channel
assignment scheme on two radios, with the third
configured on a default channel for connectivity.
Thus, even with a lower degree of freedom in
terms of radio flexibility, MesTiC was able to

improve the overall network performance in
terms of aggregate throughput.

COMPARISON OF CA SCHEMES
The most important features of the existing CA
algorithms for WMNs are summarized in Table
1.

The key issues are connectivity, topology con-
trol, interference minimization, and traffic pat-
tern. C-HYA is a traffic-aware CA scheme.
While its distributed version, D-HYA, alleviates
the effect of link revisits, stringent restrictions
were imposed on the topology of the mesh net-
work, thereby failing to leverage the advantages
of multipath routing in a mesh scenario. While
the goal of LLP and CLICA was to minimize
interference, the effect of traffic patterns on
interference and thus on the CA scheme was not
taken into account. The effect of traffic in IACA
was considered, but only for traffic emanating
from external wireless networks. From another

n Figure 4. Example illustrating how MesTiC works: a) connectivity and link
traffic; b) channel assignment with MesTiC.
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n Figure 5. Aggregate throughput dynamics of MesTiC vs. C-HYA.
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3 Although simulations
can be conducted on larg-
er networks, we report on
a 25-node mesh network,
as community mesh net-
works are envisaged to
contain typically 25–30
mesh routers. 
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perspective, some algorithms, such as CLICA,
considered topology control, which incurs over-
heads in the channel assignment algorithm but
alleviates the need for an additional interface
tuned to a common channel; while others (e.g.
IACA) assume default connectivity using a sepa-
rate common channel on a separate radio.

MesTiC is a fixe centralized scheme that takes
into account traffic load information while
assigning channels to radio interfaces. This is
important because links that need to support
higher traffic should be given more bandwidth.
This means that these links should use a fre-
quency channel shared by a fewer number of
nodes. Although C-HYA and D-HYA both con-
sider traffic load, they suffer from ripple effects
and topology constraints, respectively. Moreover,
MesTiC uses a default radio that creates a fixed
topology and alleviates the need for a mecha-
nism to ensure connectivity, as is the case for
CLICA.

CONCLUSIONS
In this article we have identified the key chal-
lenges associated with assigning channels to
radio interfaces in a multiradio WMN. After
presenting a taxonomy of existing channel
assignment schemes, we describe an innovative
algorithm, MesTiC, which incorporates traffic
patterns and network topology while ranking
nodes for channel assignments. Since the prob-
lem of defining optimal routes in a mesh net-
work is closely linked to channel assignment
schemes, we are currently studying the impact
of channel assignment schemes on the perfor-
mance of routing protocols for wireless mesh
networks.
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