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Abstract

As mohile computing requires more computation as well as communication activities, energy efficiency
becomes the most critical isaue for battery-operated mobile devices.  Spedfically, in ad hoc networks where
each node is responsible for forwarding neighbor nodes' data packets, care has to be taken not only to reduce
the overdl energy consumption of all relevant nodes but dso to balance individual battery levels.
Unbalanced energy usage will result in ealier node failure in overloaded nodes, and in turn may lead to
network partitioning and reduced network lifetime. There has been active research on developing
energy-aware routing protocols for mobile a hoc networks. They use power-related metric, such as
minimizing energy consumed per packet, and attempt to find an optimal route using global information.
Even though these algorithms save energy and maximize the system life, they have limited practical vaue
because they require global information of al relevant nodes in order to compare and choose the best route
This paper presents a new routing algorithm, called Local Energy-Aware Routing (LEAR), which achieves a
trade-off between baanced energy consumption and shortest routing delay, and at the same time avoids the
blocking and route cache problems. Our performance study based on GloMoSm simulator shows that
LEAR improvesthe erergy balarce 1035% depending on nade mobili ty.

K eywords: Mobile ad hoc networks, energy consumption, source routing, wirelesscommurication.

1 Introduction

Mobile devices coupled with wireless network interfaces are likely to become apervasive part of future
computing infrastructures with technical advancements in wireless commnunication, mobility and portability
[1]. Among them, portability may be the most criticd isaue in these battery-operated devices snce battery
impaoses power, weight and size constraints.  In order to provide improved portability, it is imperetive to use
low-power components and energy-efficient operations. As the trend in mobile computing is towards more
communication-dependent  ectivities and energy consumption due to the wireless communication can
represent more than half of total system power [2], the key to energy efficiency is a the energy-aware
network protocols such aslinks, MAC, routing, and transport protocols

This paper addresses the isaue of energy-conserving routing protocols in ad hoc networks of mobil e hosts.
Ad hoc networks are multi-hop, wireless networks where all mobile hosts or nodes cooperatively maintain
network connectivity without communication infrastructures for routing. When communicating mobile
nodes are not within their radio range, a data packet "hops’ through intermediate nodes to reach the
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destination. Thus, each mobile node operates not only as a host but also as arouter to forward data packets
on behdf of other nodes. As communicating as well as intermediate nodes move aound, the routing
protocol must adapt its routing decision to enable continued communicaions between the nodes. Many
different routing protocols have been proposed in the literature [3-9] and submitted to the Internet
Engineering Task Force (IETF) Mobile Ad Hoc Network (MANET) Group. A magor issue in these
agorithmsisto find ashortest path consisting of minimum number of intermediate forwarding nodes between
asource and a destination. However, it is possible that some particular mobile nodes are unfairly burdened
to support many packet-relaying functions.  This hot spot node may consume more battery energy and stops
running earlier than ather nodes disrupting the overall ad hoc network. This is particularly true for some
optimized routing protocols that prefer specific mobile nodes in the selection of routing paths. For example,
slow-moving nades can be regrded as better candidates since they are likely to forward packetsfor alonger
duration than fast-moving nodes. However, this may adversely affect thedistribution of energy consumption
among dl mobil e nodes.

Recently, there has been active research in this regard to improve the energy efficiency of the wireless
communication subsystem. Cano and Manzoni evaluated several ad hoc routing agorithms in terms of
energy consumption [10]. Singh e al. proposed power-aware routing agorithms that try to find a
low-energy route instead of the shortest routing path [11]. They suggested several energy-related metrics:
minimizing energy consumed/packet, maximizing time to network partition, minimizing variance in node
power levels, minimizing cost/packet, or minimizing maximum node @st. The first metric is useful to
minimize the overall energy consumption of dl nodes.  But, as they pointed out, the routing agorithm basd
on the first metric tends to seled shortest paths and thus it does not achieve baanced energy consumption
among the nodes. Other metrics can be used to maximize the network lifetime by avoiding the hot spot
problem [11]. Two ather routing algorithms in this direction can be found in [12,13], where the latter
achievesthe goal by controlling the transmit power of the communication device & suggested in[14].

However, these studies have three major shortcomings. First, they assume a gtatic network topology
where mobile nodes do not move, and thus ad hoc routing algorithms to support mobhility are nat considered.
This assumption simplifies their studies but the vaidity of their results is limited. Second, their algorithms
are blocking in the sense that a node must wait until all possible paths have been evaluated aacording to the
given power-related metric to select the best routing path. This is necessary since the dgorithms require
global information of all relevant nodes dong every possible path.  For this reason, we @ll the dgorithms
Global Energy-Aware Routing (GEAR). Third, their simulation studies do not consider the route ache,
which isan important optimization technique used in most ad hoc routing protocols [3].

In this paper, we propose anew ad hoc routing protocol, caled Local Energy-Aware Routing (LEAR),
which achieves a balanced energy consumption among all participating mobile nodes. When arouting path
is sached for, each mobile node relies on locd information of remaining batery leve to decide whether to
participate in the seledion process of arouting path or not. An erergy-hungry node @n conserve its battery
power by not forwarding data packets on betdlf of others. Decision-making process in LEAR is distributed
to dl relevant nodes, and the destination node does nat need wait or block itself. The proposed scheme
efficiently utilizes the route cache and avoids the blocking problem since it does nat require globa
information.  To the best of our knowledge, thisisthe first work to explore the balanced energy consumption



in aredlistic environment where routing algorithms, mobility, and radio propagation models are all considered.
We implemented the LEAR protocol based on Dynamic Saurce Routing (DSR) [3], which is a simple but
efficient ad hoc routing agorithm. The performance of LEAR is evaluated based on GloMoSm 2.0
simulator [15] developed at UCLA. We measure the energy consumptions of the mobile nodes and dotain
the standard deviation as well as peak-to-mean ratio to estimate the digtribution. Simulation results show
that compared to DSR the proposed LEAR algorithm improves the energy baance as much as 35% when
node mobility ishigh and 10% when it islow.

This paper is organized as follows. Sedion 2 overviews several ad hoc routing agorithms including
DSR. In Sedion 3, we propose an energy-aware routing algorithm LEAR.  Performance evaluation of the
proposed scheme is presented in Sedion 4.  Sedion 5 discusses the reated work on other energy-efficient
network protocols than therouting layer.  Findly, concluding remarks arefound in Section 6.

2 Ad Hoc Routing Algorithms

Routing protocols for mobile ad hoc networks geneally fall into one of two cakgories. proactive or reactive
[16]. Proadive routing protocols are derived from well-known distributed adaptive routing schemes for
fixed networks, such as distance-vector or link state algorithms. These methods atempt to maintain routes
to al destinations at dl times, regardiess of whether they are needed. They react to changes in the network
topology by broadcasting updates throughout the network to maintain a @nsistent network view.
Information upchtes can be topology-driven, periodic, or both. On the other hand, reective, or so-cdled
on-demand, routing adgorithms find a route only when desired by a source node. Under highly dynamic link
conditi ons, reactive protocols are expected to generate fewer overhead messages and provide amore reliable
routing than proactive routing protocols. See [16,17] for a general overview of these protocols as well as
extensive performance comparisons, and [ 18] for scerario-based performance analysis.

Dynamic Source Routing (DSR) protocol [3] is an on-demand routing algorithm based on the oncept of
sourcerouting. We adopt it as our baseline routing agorithm throughout this paper because of its smplicity
and efficiency. Two main components of DSR are source route and route cacheand two main steps of DSR
are route discovery procedure and route maintenance procedure. When a mobile node has a packet to send
to a destination, it initiates the route discovery procedure by broadcasting a route request message
(ROUTE_REQ). Intermediate nodes piggyback their identities on the sourceroute included in ROUTE_REQ
message and broadcast again®. Each node, whether it is the sender, the destination, or an intermediate node,
recaves multiple messages dong dfferent paths but chooses the best one acording to the path length.
Since the first arriving message usually contains the shortest source route, it is reasonable to choose this
message and ignore al others’. In that sense, the DSR protocol is said to be non-blocking because every

2 A node forwards the request message but it aso sends it badk to the original sender because the message is transmitted to all
one's neighborsin a mobile network. Inthe DSR protocol, a mobil e node discards aroute request message if it recently saw the same
request or if it'sidentity is already included in the source route [ 3].

% One possible optimization in adual implementation is that the destination node snds a reply message for each arrived request
message. These reply messages indicae the path to the destination to intermediae nodes not only along the shortest path but aso along
al other paths found. However, it is nothing to do with the ®lection of the shortest path. For this reason, we do not include those
detailsin describing routing algorithms in this paper.



participating mobile node does not have to wait indefinitely for more messages to arrive dter receiving the
firstone. A destination node simply reads to aROUTE_REQ message by immediately sending aroute reply
message (ROUTE_REPLY) to the source and ignores all later messages having the same source-destination
pair.

However, the route discovery procedure tends to cause a traffic surge & the query is propagated through
the network. Route @che, which is another main component of DSR, is used to reduce traffic. Each
mobile node maintains its own route @che that contains the source routes destined for other mobile nodes.
Entries in the route cade are ontinually updated as new routes are leaned. Figure 1 shows the
optimization technique based on the route cadhe. In this example, asource node (S) initiates a route discovery
procedure by broadcasting ROUTE_REQ message to find a path to a destination node (D). Intermediate
nodes (for example, node A) forward the message. However, node B stops flooding since an avail able route
to the destination (D) is found in its route cadhe. A ROUTE _REPLY message is then generated, which
includes the identities of intermediate nodes recorded in the route cacle (C, and C; in this example).

ROUTE_REQ messgeis broadcast o
ROUTE_REQ floading isnot forwar ded
A

~ ~ —~

Node B knows a path
toDin itsroute cache

Figure 1. Route Cachein Dynamic Source Routing (DSR)

Table 1. Dynamic Source Routing (DSR) Algorithm with Non-Blocking Property

Node Steps

Source node Broadcast a route request message (ROUTE_REQ);

Wait for thefirg arriving route reply message (ROUTE_REPLY);
Select the source route contained in the message;

Ignore all later replies;

Intermediate node Upon receipt a ROUTE_REQ,

If it has therouteto the destination in its route cache, delay for a deterministic duration of time and send a
route reply message to the source;

Otherwise, forward (broadcast) aROUTE_REQ;

Ignore all later requests;

Destination node Upon receipt of thefirst arriving ROUTE_REQ, send a ROUTE_REPLY tothe sourcewith the source route
contained in the message;
Ignore all later requests (see footnote 3 above);




Replies from intermediate nodes may generate packet collisions and local congestion due to the route
cache optimizations, and the source may not able to find out the red shortest path. Therefore, it has been
suggested that an intermediate node introduce adelay of H x (h-1+r) before replying (as if it travels around
from the destination), where H is a small constant delay introduced per hop, h is the length in number of
network hops for the route to be returned in this host’s reply, and r is arandom number between 0 and 1 [3].
This way an intermediate node needs to wait only for a deterministic time and thus it does nat affect the
non-blocking property of theDSR.  Table 1 summarizesthe DSR algorithm.

3 Energy-Balancing Ad Hoc Routing Algorithms

In this sedion, we introduce power-aware routing algorithms. A straightforward agpproach suggested in [11]
is to use a power-rdated metric and try to find an optimal energy-conserving route based on globa
information. Subsection 3.1 discusses an implementation of the approach based on DSR agorithm.  We
cdl the power-aware routing algorithm Globa Energy-Aware Routing (GEAR). Even though GEAR can
save anergy and maximize the system lifetime, we show that it has two mgor disadvantages that can be
avoided with Local Energy-Aware Routing (LEAR) protocol as discussed in Subsection 3.2.

3.1 Global Energy-Awar e Routing (GEAR) Algorithm

Asexplained in the previous sction, ROUTE_REQ is propagated towards the destination node in the original
DSR agorithm. In GEAR, each node piggybacks its power-related measure (such as the remaining battery
power) as well as its identity on the ROUTE_REQ message and forwards (broadcasts) it. The destination
node receves multiple request messages but chooses the best route with respect to the given power metric.
Table 2 summarizesthe GEAR agorithm.

Table 2. Globa Energy-Aware Routing (GEAR) Algorithm

Node Steps

Sourcenode Broadcast a ROUTE_REQ;

Wait for thefirg arriving ROUTE_REPLY;
Select the source route contained in the message;
Ignore all later replies;

Intermediate node Forward (broadcast) the ROUTE_REQ;
Ignore all later requests;
Destination node Upon receipt the first arriving ROUTE_REQ, wait for all later ROUTE REQs to arrive with the same

source-destination pair;
Select the route which minimizesthe power metric;
Senda ROUTE_REPLY to the source with the source route contained in the message;




Two mgjor disadvantages of GEAR are difficulty in utilizing the route cache and the blocking property.
GEAR protocol inherently cannat utilize the route cade because a node does not have power-related
information of the following nodes recorded in its route cache. Without the route cabe, we expect traffic
surge due to the flood of route request messages as explained in Sedion 2 Another difficulty is in
estimating how long the destination node has to wait before se ecting the best route.  In order to conpare and
choose the best one, it has to wait until it recaeves al request messages along al possible routing paths.
Some time duration can be specified, but if it istoo short, some routing paths with a bettr metric may not be
considered.  On the other hand, long durationwill affect the average responsetime.

3.2 Local Energy-Aware Routing (L EAR) Algorithm

Localized, power-aware routing algorithm based on DSR is now described.  In the original DSR agorithm,

each mobile node has no choice but to join in on the route selection process. The basic ideaof the LEAR

protocol is to consider each mobile nodée's willingness to participate in the routing path and to forward data
packets on behdf of others. Eadh node determines whether to accept and forward the ROUTE _REQ
message or not depending onits remaining battery power (E;). When it is higher than a threshold value
(Thy), the ROUTE_REQ is forwarded; otherwise, the message is dropped. The destination will recave a
route request message only when all intermediate nodes along the route have good battery levels. Thus, the
first message to arrive is considered to follow an energy-efficient as well as reasonably short path. In

contrast, GEAR optimizes energy while the original DSR optimizes delay, but not both.  In addition, LEAR

is non-blocking sincethe destination node can immediately respond to thefirst arriving request message.

When any onre intermediate node has lower battery level than its threshold value (E; < Th), a
ROUTE_REQ is smply dropped. If this occurs for every possble path, the source will not receive asingle
reply message even though there eists a path between the source and the destination.  To prevent this, the
source will re-send the same route request message, but thistime with an increased sequence number.  When
an intermediate node receves the same request message &@an with a larger sequence number, it adjusts
(lowers) its Th, by d to alow forwarding to continue. Table 3 describes the basic operation behavior of the
LEAR dgorithm.

Table 3. Local Energy-Aware Routing (LEAR) Algorithm

Node Steps

Sourcenode Broadcast a ROUTE_REQ;

Wait for thefirg arriving ROUTE_REPLY;
Sedlect the source route contained in the message;
Ignore all later replies;

Intermediate node If the messageisnot thefirst trial and E; < Thy, adjust (lower) Th, by d;
If E, > Th,, forward (broadcast) the ROUTE_REQ andignore all later requests;
Otherwise, drop the message;

Destination node Upon receipt the first arriving ROUTE_REQ, send a ROUTE_REPLY to the source with the source route
contained in the message;




LEAR provides the shortest routing path among multiple erergy-rich paths. However, in its basic form,
it cannot utilize the route @che (as in GEAR) and it may incur repeated route request messages due to
dropping of ROUTE_REQ messages. To dleviate these two problems, four additional routing-control
messages are utilized: DROP_ROUTE_REQ, ROUTE CACHE, DROP_ROUTE CACHE and
CANCEL_ROUTE_CACHE. Repeated request messages are caused by repeated discovery procedures as
shownin Figure 2(a). For example, consider when a source node (S) sends a ROUTE_REQ message to find
the path to adestination (D). If intermediate nodes A, B, C; and C, have lower E;’s than the required Th,'s,
node A will dropthe request message. S will reend the ROUTE_REQ message with an increased sequence
number. Then, node A adjustsits threshold value and forwards the message, but this time node B will drop
it. Destination node D will finally receive aROUTE_REQ message at the fifth route discovery procedure.
The ontrol message, DROP_ROUTE_REQ, is used to avoid this cascading effect. When a node drops a
ROUTE_REQ message, it instead forwards a DROP_ROUTE_REQ message. The subsequent nodes closer
to the destination now know that a request message was dropped and lower their threshold values when they
recave the second ROUTE_REQ message. As can be seen in Figure 2(b), the second route request message
can now reach the destination.
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Figure 2. Repeated Route Request Messagesin LEAR



Another problem with the LEAR dgorithm isthat it does not exploit the optimization technique based on
route cade. In the origina DSR protocol, when an intermediate node receives aROUTE_REQ and finds a
route to the destination in its route cache, it stops broadcasting and replies to the source immediately. In
LEAR, an intermediate node cannot reply because it does not have information on the battery levels of the
nodes included in the cate entry (the following intermediate nodes from itsef to the destination). For
example shown in Figure 3(a), a source node (S) broadcasts a ROUTE_REQ message destined for node D.
Even though node B knows the path to D from its route cache, it cannot stop forwarding and reply to S
because the battery levels of nodes C; and C; are not known. Therefore, LEAR utilizes a specia unicast
message (ROUTE_CACHE) to determine the battery levels of the intermediate nodes along the path to the
destination recorded in its route cache (see Figure 3(a)). This way, the route cacheis properly utilized and at
the same time the flooding of route request messagesisavoided. Note that the destination nade may receive
multiple ROUTE_REQ messages and multiple ROUTE_CACHE messages, but chooses the first arriving one
to reply to the sender.

O O Node B knows a path

toD initgroute cache

RQUTE_CACHE

@\:.e ROUTE_CACHE
— —~ — S N —
ROUTE_REQ messageis broadcast ROUTE_CACHE messge is unicast

(a) Unicast message to inform to the destination

DROP_ROUTE_CACHE

CANCEL_ROUTE_CACHE DROP_ROUTE_CACHE messageisunicast

macana iceent harl

(b) Invalidating route cache upon anode with low battery level

Figure 3. Exploiting Route Cachein LEAR



Compli cations arise when anode (node C; in Figure 3(b)) has lower battery level than its threshold vaue
(E: < Thy) dong the unicast of a ROUTE_CACHE message. As in the normal ROUTE_REQ message, it
informsthis stuation to the subsequent nodes (nodes C; and D) by sending DROP_ROUTE_CACHE messge
in order for them to adjust their power levels by d at the next route request message. Ancther special
message, CANCEL_ROUTE_CACHE, is snt back to the node that started sending the ROUTE_CACHE
message (node B) so that it can invalidate the entry in its route cacte. Thisis required sncethere may bea
more energy-efficient route from node B, but other paths will never be explored as long as it has an entry to
node D initsroute cache. Table4 dexribesthe completeL EAR agorithm.

Table 4. Complete LEAR Algorithm

Node Steps

Sourcenode Broadcast a ROUTE_REQ;

Wait for thefirg arriving ROUTE_REPLY;
Select the source route contained in the message;
Ignore all later replies;

Intermediate node Upon receipt a ROUTE_REQ,
If the messageisnot thefirst trial and E, < Th,, adjust (lower) Th, by d;
If it hasthe route to the destination in its cache,
if E, > Th,, forward (unicast) ROUTE_CACHE andignore all later requeds;
otherwise, forward (unicast) DROP_ROUTE_CACHE and ignore all later requests,
Else
if E, > Th,, forward (broadcast) ROUTE_REQ and ignore all later requests;
otherwise, forward (unicast) DROP_ROUTE_REQ and ignoreall later requests,

Upon receipt a ROUTE_CACHE,

If the messageisnot thefirst trial and E, < Th,, adjust (lower) Th, by d;

If E; > Th, forward (broadcast) ROUTE_CACHE andignore all later requests;

Otherwise, forward (unicast) DROP_ROUTE_REQ and ignore all later requests,
and send backward (unicast) CANCEL_ROUTE_CACHE;

Destination node Upon receipt the firgt arriving ROUTE_REQ or ROUTE_CACHE, send a ROUTE_REPLY to the source
with the source route contained in the message;

4 Performance Evaluation

This section provides the simulation results and shows the dfectiveness of the proposed LEAR algorithm
compared to the original DSR. We used GloMoSm 2.0 simulator [15], which is a scalable simulation
environment for wirelessand wired networks based on Parsec [19]. GloMoSim supports awide range of ad
hoc routing protocols as well as redistic physica layers. Table 5 shows the parameters used for the
simulation study.

Our evduations are based on the simulation of 40 mobil e nodes (NUMBER-OF-NODES ) moving about
over a reguar rectangular area of 1000 meters by 1000 meters (TERRAIN-RANGE-X and
TERRAIN-RANGE-Y) for 500 seconds of simulated time (SSIMULATION-TIME). In arder to provide a fair




comparison, the same set of seed numbers was used for different routing agorithms (SEED). The sedl is
used to generate random numbers for selecting initial postions of the mobile nodes (NODE-PLACEMENT) as
well as for specifying mobility pattern (MOBILITY). We aaume that mobile nodes move randomly
according to the “random waypoint” model [1]. Eacd node begins the simulation by staying at the initia
paosition for apredefined pause time (MOBILITY-WP-PAUSE). It then selects arandom target positionin the
simulated area axd moves to that diredion a a randomly chosen speed between two parameters (from
MOBILITY-WP-MIN-SPEED to MOBILITY-WP-MAX-SPEED or 0~5 meters/second).  The node repeats this

mohility behavior after reaching thetarget.

Table 5. Input Configuration File for GloMoSim Simulator

# Terrain Areawe are smulaing: 1000 metersx 1000 meters
TERRAIN-RANGE-X 1000
TERRAIN-RANGE-Y 1000

# Power range of wireless nodes in thesmulation: 250 meters
POWER-RANGE 250

# Random number sed
SEED 1

# Maximum smulaiontime: 500 seconds
SIMULATION-TIME 500S

# Number of nodesbeing s mulated: 40 nodes
NUMBER-OF-NODES 40

# Node placement drategy: initia postionof 40 nodesare
# randomly sdlected

NODE-PLACEMENT RANDOM
#NODE-PLACEMENT UNIFORM
#NODE-PLACEMENT GRID

#NODE-PLACEMENT FILE

# Radio propagationmodel: free gpace
PROPAGATION-FUNC FREE-SPACE
#PROPAGATION-FUNC RAY LEIGH
#PROPAGATION-FUNC RICEAN

# Bandwidth (in bits per s2ond): 2Mbps
BANDWIDTH 2000000

# Radiolayer: cepture
RADIO-TY PE RADIO-CAPTURE
#RADIO-TY PE RADIO-NO-CAPTURE

#MAC layer: IEEE 802.11
MAC-PROTOCOL 802.11
#MAC-PROTOCOL CSMA
#MAC-PROTOCOL MACA

# Routing protocol: DSR
ROUTING-PROTOCOL DSR
#ROUTING-PROTOCOL BELLMANFORD
#ROUTING-PROTOCOL OSPF

#NETWORK-PROTOCOL IP
TRANSPORT-PROTOCOL-TCPYES
TRANSPORT-PROTOCOL-UDPYES

# Interested dtatigtics radio layer provides
# energy consumption values
TCP-STATISTICSNO

UDP-STATISTICSNO
ROUTING-STATISTICSNO
NETWORK-LAY ER-STATISTICSNO
MAC-LAYER-STATISTICSNO
RADIO-LAYER-STATISTICSYES
CHANNEL-LAYER-STATISTICSNO

# Mobility: random-waypoint

# speed isfrom 0 to 5 metergsec
# pause time is50, 100, 150, 200, 250, 300, 350 or
# 400 seconds

MOBILITY RANDOM-WAYPOINT
MOBILITY -WP-PAUSE 50S

MOBILITY -WP-MIN-SPEED 0

MOBILITY -WP-MAX-SPEED 5
#MOBILITY NONE

#MOBILITY TRACE

#MOBILITY REFERENCE-POINT-GROUP
#MOBILITY BBN

#MOBILITY PATHLOSS-MATRIX
#MOBILITY RANDOM-DRUNKEN
MOBILITY -POSITION-GRANULARITY 0.5

A separate goplication configuration file specifies traffic as well as application type: FTP, HTTP, Telnet
or constant bit rate (CBR). In our simulation, five CBR sources and their corresponding destinations are
randomly selected among 40 mobile nodes. Each CBR source sends five 1024-byte packets every second
for a specified duration.  Since the data transmission is based an UDP rather than TCP, some data packets
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can belost. GloMoSim simulates a redistic physical layer that includes a radio propagation model, radio
network interfaces, and the |IEEE 802.11 Medium Access Control (MAC) protocol using the Digtributed
Coordination Function (DCF). The radio network interface card (NIC) model includes collisions,
propagation delay and signal attenuation with a 2Mbps (BANDW DTH) data rate and a radio range of 250
meters (POWER RANGE).

In this paper, we are spedficdly interested in energy consumption and its baance aross all mobile
nodes. For each node, energy consumption is measured at the radio layer during the simulation.  According
to the spedficaion of IEEE 802.11-compliant WaveL AN-I1 [20] from Lucent, the power consumption varies
from 0.045 Watts (9mA x 5 Volts) in deep mode to 1.25~1.50 Watts (230~250mA x 5 Volts) in recaving and
transmitting modes, respectively (see Section 5). The ingtantaneous power is multiplied by time delay to
obtain the energy consumed. For example, data transmission of a 1024-byte packet consumes 6.14 x 107
Joues (1.50 Watts x 1024x8 bits / 2000000 bps). Two energy-related assumptions were made for our
simulation study. First, the energy consumption during idling wasignored. Since anode stays idle most of
time*, a general ideato conserve energy is to put the node in slegp mode while idling and make the node
consume negligible energy. Second, non-promiscuous receive mode [3] was assumed.  Since a hode does
not know when others send packets to itself, it should bein promiscuaus receive mode. Howewer, emerging
standards for wireless LANs such as IEEE 802.11 [21] and Bluetooth [22] provides a mechanism for eat
node to know when to wake up and receive padets and to sleep rest of the time. Thus, time delay due to
data receive is similar to that due to data transmission for a relaying node.  Without this assumption, energy
consumption is dominated by data receve or overhearing [10] and the proposed LEAR algorithm may
provide alimited benefit.

Sinuated Aea

(&) With the origind DSR algorithm (b) With the LEAR dgorithm

Figure 4. Contours of Remaining Battery Powers of 40 Mobile Nodes

Figure 4 shows the effectiveness of the proposed LEAR agarithm compared to the origina DSR.

4 Inthisstudy, a CBR sourcetranamitsfive 1024-byte data padketsper secondfor 500 seconds of the smulationtime, trandating
10.24 seconds of transmissondelay (1024x 8/ 2000000 bps x 500 seconds x 5 packets'second). Some of the rest 489.76 secondsare
used to receive data but mog of time the node will do nothing.
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Figures 4(a) and (b) depict the contour of remaining bettery powers of 40 mobile nodes in 1000m x 1000m
simulated area with DSR and LEAR, respectively. The graphs have been smoothed using smple
interpolation. It can be easily seen from the figure that the proposed LEAR achieves balanced energy
consumption aaoss adl mobile nodes.  With the original DSR, some nodes consume less energy while others
consume much more, which results in ealier deah of those particular nodes leading to shorter network
lifetime. For this simulation study response time was not considered. The proposed LEAR algorithm may
result in longer transmission time compared to the DSR because it gives precedence to an energy-efficient
route over the shortest path. However, the extra delay is negligible in alimited physicd range where the a
hoc networking serviceis provided.

Pause time (seconds)

1.5 6
14 o 55 " - -
513 S— kel -
[e) - - — =
-d(% 1.2 - = g ° --"
> o 45 =
% 11 _ - /-/ é 4 - /-
ke - o =
© o e
€08 _/ y
507 = ...=---DSR 8 S —— ...=---DSR
06 —=— LEAR (d=0.1) 25 LEAR (d=0.1)
05 LEAR (d=0.4) 5 LEAR (d=0.4)
5 100 180 200 250 300 350 400 5 100 180 200 250 300 350 400
Pause time (seconds) Pause time (seconds)
(a) Standard deviation (b) Pegk-to-Mean ratio
Figure 5. Digribution of Energy Consumptions of 40 Mobile Nodes
1 ® 1
< 09 g 8:
T8t = 3 08 == — —
o 07 — e o7 =
/.‘./._4.,,4\.
Sosf 806
3 05 g 05
9 O
=04 o 04
o) ©
T 02 o= D8R o 02 ---=---DER
T o4 —=—LEAR (a=0.1) 5 01 —=—LEAR (a=0.1)
0 LEAR (d=0.4) Ty LEAR (d=0.4)
0 100 180 200 250 30 30 400 5% 100 1% 20 250 30 30 400

Pause time (seconds)

(a) Retio of receiveddata (b) Ratio of accepedROUTE_REQs

Figure 6. Other Simulation Results

12



Detailed simulation results on the distribution of energy consumptions are presented in Figure 5. Each
datashown in Figure 5 and the following figures are obtained by taking average of 100 simulation runs. We
obtained standard deviation and peak-to-mean ratio as the performance metrics to measure the distribution.
Pause time is varied from 50 to 400 seconds. We exclude the CBR source and detination nodes since they
must transfer data packets and consume much larger energy than ather nodes regardiess of their remaining
battery power. Initia threshold vaue (Th;) of ead mobile nodeis %t to 90% of itsinitial batery energy and
the ajustment vaue (d) is either 0.1 or 0.4. As shown in Figure 5, LEAR improves the energy balance &
much as 35% when node mohility is high (50 seconds of pause time) and 10% when it is moderate (400
seconds of pause time). The aljustment vaue does not affect the results. Figure 6 presents other
performance measures with the same simulation environment as in Figure5. Because the data transmission
from the CBR sources is based on UDP, some data packets can be lost and Figure 6(a) shows the ratio of
recaved data. Acceptance ratio of ROUTE_REQ messages is presented in Figure 6(b). A ROUTE_REQ is
dropped when an intermediate node has lower battery level than its threshdd vdue (E; < Th,). With smaler
adjustment value (d=0.1), a node will drop ROUTE_REQ messages more frequently and the crresponding
overhea is increased. It is noted that the ratio is nat 100% even with the DSR agorithm. Since exch
ROUTE_REQ message has a limited TTL (time to live), a node may drop ROUTE _REQ message when the
TTL vaueexpires.
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Figure 7. Digtribution of Energy Consumptionswith Faster Node Speed
(MOBILITY-WP-MIN-SPEED ~ MOBILITY-WP-MAX-SPEED = 0~20 meters'second)

When the maximum node speed is faster (MOBILITY-WP-MAX-SPEED or 20 meters/second), LEAR still
outperforms DSR, but the benefit is reduced to as much as 20% as shown in Figure 7.  Effect of node speed
is explored in more detail as shown in Figure 8. Figures 8(a) and (b) compare the energy distribution with
different node speeds (MOBILITY-WP-MAX-SPEED is 1, 5 or 20 meters/second) with DSR and LEAR (d =
0.1), respectively.  When the maximum node speed is 1 meter/semnd, the energy distribution is not affected
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by the pause time. However, with higher node speed, the energy baance is affected by the pause time.
With smaller pause time, higher node speed resultsin beter distributionfor boh LEAR and DSR.  However,
with larger pause time, higher node speed makes the mobil e nodes more stationary and thus results in worse
distribution.  For example, with pause time of 300 seconds, anode stays at its initial position for 300 seconds,
moves to a random position at a faster speed (maximum 20 meters/second) and stays there rest of the
simulationtime. Thus anode satisticdly tends to be more stationary than that with the case of dower node
speed (maximum 5 meters/second), resulting in worse erergy distribution.
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Figure 8. Digtribution of Energy Consumptionswith Different Node Speeds

5 Related Work

General idea of the energy-efficient operation in mobile devices is to power down individual components
when they areidle, for example, reducing the CPU clock speed [23], spinning down the interna disk, turning
off screen lighting, or making the radio subsystem to sleep. For example, Palm Pilot from Palm, Inc.
consumes 80-90mA when CPU is busy, serial port is active and backlight is on, while it consumes as little &
0.13-0.3mA when the device is deeping [24]. Lucent’'s WaveLAN-11 [20] implementing IEEE 80211
wirdess LAN standard consumes 250mA and 300mA when receiving and transmitting, respectively, while
consumes only 9mA when it is in sleeping mode. This power reduction is achieved by supporting power
down modes in the wirdesscommunication hardware. For example, aWavelL AN radio device implementing
|EEE 802.11 [21] hastwo power down states (Awake and Doze states) and the corresponding protocols put the
radio device into a low-power state when the device is not active. Active mode of operation requires the
device in Awake state whereas a device in power save mode will switch between the Awake and Doze states.
When in Doze state, the devicewill not monitor the medium. It is not able to receive adata packet but wakes
up a reguar intervals to chedk whether there is any padket destined to it. Table 6 summarizes those power

14



down modes used in IEEE 802.11 and Bluetooth® [22] wirdess LAN protocols as well as typicd power
consumption values of the devices implementing the protocols. PAMAS (Power-Aware Multiple Access
Protocol with Signaling) is another MAC layer protocol for ad hoc networks where a node powers its radio
off if it isnot actively transmitting or receiving packets [25].

Table 6. Power Down States and Modes®

IEEE 802.11 Bluetooth
Hardware State Mode of Operation Mode of Operation | Hardware State
Awake Active Transmit (300mA) Active (40-60mA) Connection
Receive (250mA)
Idleor Listen (230mA)
Power Save
Sniff
Doze Hold
Sleep (9MA) Park
Standby (0.55mA) Standby

There aso has been active research on energy awareness implemented in transport or applicaion layer.
By abstracting power management to a higher level, gpplicaion-specific information can be eploited to
reduce the amount of idle time by judicioudly suspending it. Stemmet al. measured the erergy consunption
by wirelessnetwork interfaces in hand held devices and showed via smulation that it can be greatly redwced
by incorporating application-specific information with mail and web access applicaions [26]. Kravets and
Krishnan proposed a transport level functionality for managing the suspend/resume cycle of the node's
network interface and alowed an application to control the communicaion device using the functions [2].
BECA (basic energy-conserving algorithm) proposed in [27] uses gpplication-level information to turn off the
radio more frequently and for alonger duration. Those studies found that the wirel ess network subsystem is
in idle state most of the time and performs lisen operations a lot compared to receive and transmission.
Even though receive and transmission requires larger energy than listening, tota energy consumption is
dominated by listening due to the longer time in idle state. However, their analysis is based on static
environment or single-hop wirelessenvironment with fixed infrastructure. In case of multi-hop mobile ad hoc
networks, a loca applicaion should not suspend the radio device because it may have to provide the
connectivity for others' behalf. If there are many neighboring nodes within its radio range, the idle time is
reduced and the receive will dominate thetime span.

5 Bluetooth supportslower bit rate of 768 Kbpsand shorter radio range upto 10 meters or 100 meters depending on tranamitter's
power compared to |EEE 802.11-compli ant WaveL AN-11's2 Mbpshit rate and 250 metersradio range.

5 Power corsumption values included in the tableegfor the IEEE802.11-compli ant Wavel AN-11 from Lucent and Bluetooth
wirdessinterface from Nokia, repectively [20,22].
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6 Conclusionsand Future Works

An energy-aware routing for ad hoc networks, called Local Energy-Aware Routing (LEAR), was introduced.
LEAR adhieves baanced energy consumption based only on local information, thus removes the blocking
property of other energy-aware routing algorithms proposed elsewhere. Another important advantage of
LEAR isitssimplicity and it can be easily integrated into existing ad hoc routing agorithms without aff ecting
other layers of communication protocols. Simulation results diow that energy usage is better distributed
with the proposed LEAR algorithm as much as 35% compared to the DSR adgorithm. To the best of our
knowledge, this is the first work to explore the balanced energy consumption in aredistic environment where
routing agorithms mobility and radio propagation models are all considered.

This paper does nat include the simulation results with GEAR, is not redistic due to the indefinite delay
a the decision-making nodes. However, since GEAR can provideided energy distribution, it is worthwhile
to compare the results with those with LEAR. We leave this as our future work. We dso want to refine
and optimize the LEAR agorithm by combining with the concept of APR (alternative path routing). LEAR,
in essence, seleds an dternative path when a airrent path is not energy-rich. There have been numerous
reseach works on APR [28, 29], where the main goal is to continually provide a path even when an old ore is
not valid due to node movement. Anather future research topic is to explore the possibility of gpplying the
proposed ideain this paper to the broadcast type of network traffic in mobile ad hoc networks. Tremendous
data traffic may be generated as explained in [30] and thus the battery energy of some nodes can be easily
depleted.
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