CHAPTER 2

Input Devices

1. Video Input Devices

A Computer Vision system senses ityiemnment through a video camera and a
digitizer, and like its biological counterpart, the camerawats an optical image to a for
mat that can be processed by a computingcde But unlile the human eye, the typical
video camera is a o resolution, noise infected, mechanically fragile and of wsgro
durability device. While there are cameras that do better than the human eye in one or
another aspectyerall the human eye is far superidhere are of course cameras smaller
than the eye and cameras more accurate thary¢h@at the quality of the images of the
small cameras is poor and the size of the high quality cameras is monstrous. On the other
hand a video camera can be easily connected through a digitizer to a comgiutier
mention that thgwill not rot if forgotten in a drawer.

1.1. Componentsof video cameras

A camera is a quite complelevice and different people would analyze it in man
different ways. A physicist would concentrate on the light refraction, diffraction etc, an
optician on the lens technolggyn dectrical engineer on the sensing device and the sig-
nal amplification and a photographer on the aesthetics. A Computer Scientist has three
components to studyrhe control system, the sensing surface geometry and some of the
properties of the lens.

1.1.1. Cameracontrol

The control system modifies the parameters of the camera under computer (or man-
ual) command. Most camera parameters can be modified, but focal fengthber and
position and orientation are the most common and most important. The estimation and
the strategies for changing these parameters are the subject m@tenas Calibration
andActive Vision

1.1.2. Sensing surface

The sensing device is almosvaniably a CCD Charge Gupled Deice), a mono-
lithic chip that contains all the sensing elements that form the imagesufiypical size
for video quality CCD idl/2” (12.5 mm) diagonal and a resolution aroug# x 480
Since television standards requirg: 4 aspect ratio the size of our typical sensingasef
is
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This 10. @ x 7. 50mnt area contains abo640 x 480 pixels, each abous 00 x 15 00um?
in size. These are about the thickness of a human hair and are hardly visible aith nak
eye. Still they are much bigger than theawdength (about half am) of the visible light

Almost all video cameras t@ aound 480 rws of pixels because this is what the
video standard dictates. Verywfecameras though ke dl the 640 pixels per m@. The
video standard was designed for tubes and scanning beams of electrons and consequently
is vague on this detail. Moreer, the image is sensed as analog signal before being digi-
tized. In this analog format the image is transmittewd g row (with some synchroniza-
tion signals between rows) and eactv is an analog wavdorm with no indication as to
where the original pixels were. The only indication about the number elsper rov is
the amount of detail present. So the number of pixels pedepends only on the digi-
tizer that usually samples it 640 pixels per rav to make dgitized image compatible
with most computer screens thavaajuare pixels (640:480 is a ratio 4:3).

The size of the CCD affects anfeéhings. The price is quite dramaticallyftakted
because we not only need more silicon for the chimlso a bigger lens and enclosure to
go with it. But a bigger chip allows for better light collection ability and thus less camera
noise (less graininess). It also allows theefxo be larger than th&ry circle that we
discuss in the next subsection.

1.1.3. Cameralenses

There is a lage variety of lenses in the market with specifications to fitynagpli-
cations in research, industsducation, entertainment etc. And of course the number of
parameters that specify the quality of a lens gdailhe most important of them in Com-
puter Vision are the following two:

1.1.3.1. Focal length The image of an object that is infinitely favay (or at least &ry

far away like the sun) will form at a distance equal to the focal length behind the lens.
The longer focal length the higher the “magnifyingiyeo of the lens. The trade names
of the lenses according to their magnifying powerfite /e wide angle normal stan-

dard andteleand the ternmacrois used for lenses that can focus on objects thateaye v
close. For half inch video cametEnmis the standard lens, the one with the most natu-
ral feel.

1.1.3.2. f-number Thef-number is defined as the ratio of the focal length to the diame-
ter of the lens. The smaller tifiaumber the wider the opening of the lens and the more
light can come through. So withwof-number the image is brightéfFhere two more
things that change with tHenumber and hae o do with perfect lenses. One is the depth
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Figure 1.1: Things that are in focus will give rise to sharp images in both lens cameras above. But
light sources that are a bit further away will blurry. The bigger the lens the larger the
blur and so the camera is more sensitive to movements along the optical axis. The
depth of field of the camera with the wide lens is more restricted.

of field. When we focus the lens at an object, say 4 metexstae objects that are a lit-

tle closer and a little furthemay are still acceptably focused. If things are focused half a
meter closer and half a meter further than the object then the depth of field is one meter
The larger thé-number the larger the depth of field and so the lens is mawifg to
inaccuracies in focusing (Fig. 1.1). But there is anotHerceWwhich is due to difaction

that conspires to create the opposite effect. When the aperture of the lens becomes too
small then the difaction of the light tends to blur the image. The diameter of the blur
called theAiry circle, is in the order of thé-number times the awdength.

To understand this we ka © see hav the lens really works and go beyond the com-
mon idea that the lens “bends” the light rays. This is just aengmt abstraction that
works most of the time but notvedys. Light in this contet behaes like a waveand the
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lens just introduces such phase shifts in theemiht rays that theinterfere with each
other in the desired ay. If the aim is to focus light on a single point the rays that go to
this point will arrve there in phase and interfere constiayi and rays that go to all
other points will arve aut of phase and interefere destrudili. The problem is that a
tiny distance way from our intended focus the light rays, while not perfectly in phase,
will not be totally out of phase eithadlowing some light to reach there and instead of
the desired single infinitesimal point we will get a blur.

We hriefly examine the phenomenon by looking at a small number of rays.yif the
are to interefere construetly they haveto follow paths that are of equal length and if
they are to interefere destrugdly paths that differ by half a avdength. Lookingat
(Fig. 1.2) we can see that the difference between tbepaths of the dfcenter rays
should beA/2 and assuming that distanceis small compared to the diameter and that
thef-number is relatiely large, this difference is

F2 4 (dr2+ x)ZE— gfz +(di2- x)ZE
V2 (d2+x)? -2+ (d2-x)? = =

2\/T2+d/22
X _ X
ﬁfﬁ:qﬁ f-number.
dO @O

It is easy to see that the distarfbe= Af-number and that the diameter of this blur is
approximatelff-number times the awvdength. Although is a “back of the \e#iop” calcu-
lation the result is fairly accuratd.he minimumf-number of most lenses is between 1.2
and 4.8 but thé-number can become about 16, which eskhe worst case Airy circle
comparable in size with the pixel which is aroung:db
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Figure 1.2: A distant point will appear a bright spot because light waves meet in phase and rein-
force each other. Right next to it light rays will meet out of phase and cancel out. The
minimum distance that this cancellation can happen is the radius of the Airy circle.
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1.1.3.3. Aberrations and distortions

Although the focal length and tenumber are the most commonly cited numbers
lens parameters, there arevesal others that ge information about the quality of the
optics and he much the differ from the ideal oray-tracingmodel. In general we dis-
tinguish two kinds of such déation of a lens from the ideal: the aberrations and the dis-
tortions. The first refers to the \dations that result in loss of focus e.g. the image
becomes blurred and the later to the loss of geometric fidehigre the light from a sin-
gle point focuses on a single point but this point is the wrong point and as a result straight
lines are not projected to straight lines. In general tlyetahe diameter of the lens the
more noticeable the aberrations and the shorter the focal length the more noticeable both
the distortions and aberrationse\tan easily deduce that the lower theumber (e.g. the
brighter the lens) the greater the distortions and aberrations.

Lens designers savthe lens myopia in a way very similar to thaywdoctors sok
it for humans: glasses. These glasses fad form ofcompound lensThe design of these
lenses is a very ditult optimization problem that does not concern us. Most quality
lenses hee rather small aberrations

The most common aberrations and distortions are:

1.1.3.3.1. Spherical Most lenses ha teir surces ground to the shape of a patch of a
sphere, because this shape is the easiest to construct with simple mechanical means. The
main consequence of this is that the rays of light that go through the central region of the
lens focus at the nominal focal distance, whereas the ones that pass through the peripheral
areas of the lens focus a bit closkris is a relatiely easily corrected aberration.

1.1.3.3.2. Coma The coma aberration me& the image of a small bright point near the
edges of the image, look éka lryight dot with a comet li& halo. It happens because the

light rays that go through the center of the lens focus at the ray tracing spot whereas the
ones that enter at oblique angles and pass through the periphery of the lens focus at a dif-
ferent distance from the center of the image than the ideal.

1.1.3.3.3. Astigmatism Lens astigmatism sharesamfghings with human astigmatism

and should not be confused. The astigmatism of a lens is negligible near the center of the
image and increasesnards the edges. It is due to the tendeoicthe rays that emanate
from a single 3-D point to focus onawviiny perpendicular linear segments one in front of

the otherIf we point the lens tewards a single tip distant light source and put the image
plane close to the lens the image will be unfocused and loelalikund blur As we

move it away the image of the light source becomes cleakeisome point instead of
shrinking to a single point it will shrink to a small line. If we continue moving the image
plane it will become a round blur again and a little furtheayait will again focus for the
second and last time on a small line perpendicular to the first. The one of the lines will be
along the radius and the other normal to that.
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1.1.3.3.4. Color Aberration The different vavdengths of light are deflected with dif-
ferent angles when thigass through an optical systemeli& kens. As a result light of dif-
ferent colors focus in dérent places reducing the quality of the image. This aberration
can be fairly easily eliminated with proper design.

1.1.3.3.5. Radial Distortion The radial distortion does not blur the image by itsetf b
distorts the geometryrhe result is that if we point the cameravaods a rectangular grid
the image will not consist of straight linestlzurved. If we hee a regdive radial distor

tion the image will be lig an hflated balloon and if va a wsitive it will be like a pn-
cushion. The distortion in most cases can be approximatéd by r3 wherek is the
lens distortion dctor,r is the radius of a point on the image amds the displacement of
the point along the radius. 8\can write it also in gctor form (with bold characters
denoting ectors)ar = kyr?r. For higher accuracone can ta& more terms of the polyno-
mial e.g.or =r [J_kr?. The fish ge lens has an extremely pronounced radial distortion

|
and all the wide angle lensesvhaa qiite strong such distortion. The commercial lenses
incorporate very f@ corrections to this distortion for tweasons. One reason is that it is
rather @pensve and incorvenient because more optical elements are required, arranged
in ways that would increase weight and size. Second, it is not that disagreeable to a
human when viewed on an already curved television screen. Unfortunately it affects an
computer vision application that requires a geometrically accurate image. And while all
aberrations can be reduced by decreasing the diameter of the lens, radial distortion can
not. Typical values for the radial distortion vary from less than ored fox high quality
tele lenses to seral pixels for wide angle lenses.

1.1.3.4. Calculationswith the lenses

From the definition of the focal length we knthat the image plane should be one
focal length aay from the lens to properly form the image of an object at infiithe
object is at distance in front of the lens and the image plane is at distgh&ehind,
then

1 1
S o=T (1.1)

xR

wheref is the focal length.

If the lens is slightly defocused @y then according to figure (Fig. 1.1) and the
rule of similar triangles the blur will be

b=da DL =da [I9
a+oa a
and using Eq. (1.1)
d(s-f) B 1

b=0a—F =da ———
fB pf-number
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Figure 1.3: Light rays from a point source going through a lens with astigmatism will not focus on
a single point but on two little lines one in the tangential and one in the radial direction

that are different distances away from the lens.

and sinceg > f
_ Oa
" f-number

Depending on the resolution of our camera (the combined effect of the numbeelsf pix
on the sensing swate and the aberrations of the lenses) there is a maxiopyeyond
which the efiects of lack of focus will be visible. @n this b,,, the depth of focug g3 is

Vs B

2

|08 = — da = — bmax f-number
a a

where we used the destive d (Eg. (1.1)) to obtaid S.
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1.2. Modeling the Video Camera Geometry

A real camera is an approximation of the pinhole camera which cannot be used due
the lav light gathering ability and the diffraction effects of the small aperture. Ideally we
would prefer to do our calculations with a pinhole camera with factefe focal length
of one unit. Since it is impossible to use it without a lens the next best thing is to model
the camera and and hide all the details behinavasdibroutines C++ objects, or Media-

Math objects. By replacing the camera with an abstract model we camvthra few
other nice features that real cameras lacle ihitn inverted image and coordinates that
are easier to use.

The image is naturally a twdimensional quantitybut we will use three dimen-
sional homogeneous coordinates for the greater versatilijyy difier. Let’'s define the
coordinate systems we will use and then seewe transform one to the other.

The Image Mordinate Systens the system we use for images irrespectf the
3-D nature of the imaged objects. This system is ugelligvely in image processing
and in ay vision application that does notvimve the 3-D world. The origin or point
[0, O] of the system is the top left corner of the image xaaddy increase to the right and
down respectiely and are usually inggers (Fig. 1.4). The third coordinate, which is there
merely for the covenience of the homogeneous coordinates, happens to be parallel to the
axis of the camera with directioway from the viewer.

The second coordinate system we need i€dmaen Coordinate Systenilrhis sys-
tem can represent both the image points and 3-D points and it is attached to the camera.
Its origin is the nodal point (the center) of the lensXitandY axes are parellel to the
focal plane and thg axis points twards the scene. The third) coordinate of an image

Y

Figure 1.4: The image coordinate system.
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point point can be considered either as the homogeneous coordinates supplement or the
genuineZ component of a point on the focal plane. If we assume that the focal plane is
one unit avay from the origin then the twwoles are indistinguishable.

The coordinate system is right handed with the focal plane nornzalNotice that
the right handiness requires us tavéddhe Y axis pointing down, which agrees with the
conventions of the image coordinate system. The image is formed by a ray emanating
from a point on the 3-D objectwards the nodal point (Fig. 1.5). In a real camera we
would have o extend this ray beyond the nodal point and get &eried image behind
the camera. Instead we choose to model the focal plane as being in front of the lens, so
the image of the point is the intersection between the ray and the focal plane. This is quite
different from both rgular cameras with a lens or a refleettamera since the image is
not inverted but the camera manufacturers are part of the congpimdccross wire the
electronics. The image that comes out of the camera is more consistent with our unrealis-
tic model than the actual physical model.

In most cases when weovk with vectors the coordinate system is easily implied
but when it is not we will use a left superscrlpbdr ¢ to specify image or camera coordi-
nate system. Assume that wevéa@ int ' p defined in the image coordinate system

0j O
=0 O
00
o
and we want to find its relation wittp in the camera coordinate system

. oo
P=LyO
h O
In the absence of distortion, the relatiomaiwes only a rescaling and a shift. Since trans-
formations iwvolving rescalings and shifts are very common, scientists gaen them a
name. The call themaffine tansformationsWe @an find the rescaling€tor by compar
ing the size of the pixel in the twocoordinate systems. In the image coordinate system it

'p

. : . ly 1 :

is1x1 and in the camera coordinate system I-P/l9< r_h wherel,, andl, are the horizon-
v h

tal and vertical dimensions of the sensing surface gaddr, are the corresponding res-

olutions (usually 640 and 480).e/an assume that the focal lengths f =1 and if it is
not we can divide all length quantities by We dso knav that the shift is half the sens-
ing surface size in each direction because@@ point in the image system is in the
upper left corner and in the camera system is in the c&udre matrix that relates them
is:
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and its iwverse

Oy 0 _|_hD

E’E | IZB
ct=pgo X -Xp
o v 2p

o 0 10

] ]

Matrix C is calledCalibration Matrix and here is wyi While the camera and lens
manugcturers are supposed to yide us with all the numbers Bd,, andry, to a high
degree of precision, tlyedo not always do. This is especially true for the focal length.

2-D image poin

—

Image plane
Nodal point

Figure 1.5: The camera coordinate system. By convention we use lower case letters for the image
points and upper case letters for the 3-D points.
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They also do not guarantee that the lens is directly in front of the center of the CCD. As a
result we hae © goply a procedure calleGamen Calibration to calculate the parame-
ters ofC. Hence the name.

Also note that we used the a@ntion for the camera coordinate system tKat
points to the right an¥ points down. This is similar to the image coordinate systeen. W
might as well hee the X point to the left and point up. In this case thg 1] and [2, 2
elements of the calibration matrix wouldvieahe opposite sign.

1.2.1. Perspective Projection

Since the projection wolves both the 3-D arld points and their images we use the
camera coordinate system. By gemtion we use capital letters to represent 3-D points
and lower case to represent their images. If a 3-D point is

OX O

and its projection is

always assuming that the focal length is 1. If we want to write theea&pation in \ec-
tor notation then

P
P

whereZ is the unit vector ifZ direction andis the dot product.

p:

1.2.2. MediaMath Example

When we hae these parameters it is easy to construct therse calibration matrix
and use it as a global variable.
Cal _Mati = nk_frmat(3,3,[[l_h/r_h,0,-1_h/2.0]
[O,1 _v/r_v,-1 _v/2. 0]

[0,0,f length]]);
Cal _Mati /= f_length;

Then @ery vector in image space can be wated to camera space easily.
i p =nk fvec(3,[j,i,1]);
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c_p = Cal _Mati*i_p;
Consider for instance the the problem where we are already thie zed maZ_map
e.g. an image that avery pixel contains the depth or th® component of the object at
the corresponding point in 3-D, and we areeasto rotate all the points in the scene by
the Euler angles, g andy and mae them bya, b andc.
/* Construct the rotation and translation vector */
R = R z(alpha) * Ry(beta) * R z(ganma);
T = nk_fvec(3,[a, b, c]);
/* Construct the object vector as a generalized vector */
i _p = nk_gvec(3,[x_ing(Z_map->vnax, Z _map- >hmax),
y_inmg(Z_map- >vmax, Z_map- >hnmax) ,
1]);
Cal _Mati*i_p;
_p *= Z_map;
* Rotate and translate */
newcp =FRcp+ T,
where instead of manipulating each point inside a double for-loop we consider them as a
vector of images.
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