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Abstract—The fair nessand thr oughput of TCP suffer whenit
is usedin mobile ad hoc networks. This is a dir ect consequence
of TCP wrongly attrib uting packet lossesdue to link failur es
(a consequencef mobility) to congestion. While this problem
causesan overall degradationof thr oughput, it especiallyaffects
connectionswith alargenumber of hops,wherelink failur esare
more lik ely. Thus, short connectionsenjoy an unfair advantage
over long connections. Furthermor e, if the MAC protocol de-
fined in the IEEE 802.11standard is used,the problemsexacer
bate due to the capture effectinduced by this protocol, leading
to a larger degree of unfairnessand a further degradation of
thr oughput.

In this paper we develop a schemewhich we call Split TCP.
This schemeseparatesthe functionalities of TCP congestion
control and reliable packet delivery. For any TCP connection,
certain nodesalong the route take up the role of being proxies
for that connection.The proxiesbuffer packetsuponreceiptand
administer rate control. The buffering enablesdroppedpackets
to be recovered from the most recentproxy. The rate control
helpsin controlling congestionon inter-proxy segments.Thus,
by intr oducing proxieswe emulateshorter TCP connectionsand
cantherebyachieve better parallelism in the network. Asshowvn
by our simulations, the use of proxiesabatesthe problemsde-
scribed i.e., a) it impr ovesthe total thr oughput by as much as
30% in typical scenariosand b) it reducesunfair nesssignifi-
cantly. In terms of an unfair nessmetric that we intr oduce,the
unfair nessdecreasedr om 0.8to 0.2(1.0beingthe maximum un-
fair ness).Weconcludethat incorporating TCP proxiesis benefi-
cial in terms of impr oving TCP performancein ad hocnetworks.

I. INTRODUCTION

Mobile ad hoc networks (MANETS) have receved a lot
of attentionrecentlyand may be deployedin military oper
ations, disasterrescuemissionsand electronicclassrooms.
Thus,theneedfor interfacingMANETSs with theInternethas
arisen. TCR, which is the de factotransportlayer protocol
for the Internet,might be expectedto be usedfor MANETSs.
TCR however wasdesignedor wire-line networks andsig-
nificantdegradationsn its performanceén termsof a signifi-
cantreductionin the achievablethroughputandanincreased
unfairnessamongconnectionsare obsened whenit is used
in MANETS. In thefollowing paragraphsve elucidatethese
problems.

Severalstudieq[1], [2] and[3]) have shavn thatTCPcan-
nothandlemobility well. In adhocnetworks, links canbreak
causingtemporarypacket lossequntil the routing layer dis-
coversanew route). Furthermoreasthe numberof hopson
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a pathincreasesthe probability of a link failure (and con-
sequentiapacletlosses)on the pathincreasesThis implies
that shorterTCP connectionsenjoy an unfair advantagein

throughputascomparedvith longerconnections In [1] and
[2], it wasproposedhatexplicit notificationsbe sentbackto

thesourcenodewhenalink failureoccursonthe pathof that
connection.The TCP sourcethenfreezeghe connectiorun-

til therouteis restored.While this methodcanalleviate the
problemto a certainextent, it doesnot overcomethe unfair

adwantagehatshortsessiongnjoy with respecto longerses-
sions.Furthermorethisschemaloesnotallow theutilization

of the otherlinks on the paththathave notfailed. Long con-
nectionsaremuchmorelikely to freezebecauséa) they have

morelinks andarethereforeare more susceptibldo failure,
and(b) sinceshortconnectiongantransmitfasternby adjust-
ing their TCP window sizemorerapidly) they candominate
sharedinks.

TheMAC protocolcommonlyusedin adhocnetworksac-
centuateshe performanceroblemsof TCP[3]. This MAC
protocolis the one describedin the IEEE 802.11standard
[4] andwe will referto this asthe 802.11MAC protocolfor
short. Onespecificproblemthatis inducedby the exponen-
tial backoff mechanisnof the 802.11MAC protocol,is the
channelcapture effect Simply put, becausef this effect, the
mostdata-intenseonnectiondominateshe multiple-access
wirelesschannel.If thereare multiple data-intense&onnec-
tions, thefirst connectiorcaptures”the channeluntil it has
transportedall of its datato the destination.This createsan
unfairnessto the connectionghat begin later or are further
away from the point of contention. So aswe seeagain,the
longerconnectiongarein disadwantage.

In this paper we examinethe effect of splitting long TCP
connectionsnto shorterlocalizedsegmentsto primarily im-
prove the performancen termsof fairness.We substantiate
this ideaby developinga schemehat usesproxiesasinter-
facingagentdetweerthesdocalizedsggments.We call this
schemeSplit-TCPor TCP with proxies Intuitively, the best
way to think of inter-proxy segmentsis as”zones”; oncethe
pacletmalesit to aproxyit hastraversedheprevious“zone”
andthus,we avoid having to goall theway backto thesource
if the paclet needsto be retransmitted.More specifically a
proxy interceptsTCP paclets, buffers them, acknavledges
their receiptto the source(or previous proxy) by sendinga
localacknavledgemen{LA CK), andtakesovertheresponsi-

Lwe usetheterm*“long” to referto connectionghatareover long paths.
They do notreferto connection®f long durations.



bility of deliveringthe pacletsfurther, atanappropriateate,
to thenext local sgment.Uponthereceiptof a LACK (from
the next proxy or from the final destination),a proxy will
purgethepacletfrom its buffer. Theforwardedpacketcould
possiblybeinterceptedgainby anothemproxy andsoor?. In
this schemewe do not changethe end-to-endacknavledg-
mentsystemof TCP, meaningthatthe sourcewill not clear
a paclet from its buffer unlessit is acknaledgedby a cu-
mulative ACK from the destination. However, aswe shall
seelater, the overheadncurredin including infrequentend-
to-endACKs in additionto the LACKs is extremelysmall,
andcanbe consideredo be accetablegiventhe advantages
of Split TCP

The main contribution of this work is that, by introduc-
ing Split-TCR we split thetransporiayerfunctionalitiesinto
thoseof end-to-endreliability and congestiorcontrol. This
is donein recognitionof thefactthatcongestiortendsto bea
local phenomenorspecificto theervironment,whereaseli-
ability is anend-to-endequirementWe quantifythegainin
performancealueto Split-TCPthroughsimulations.

In Sectionll, we describethe motivation for designing
Split-TCPanddiscusswhy it might be expectedto improve
throughputand alleviate the problemsof unfairnessamong
TCPsessionén anadhocnetwork. In sectionlll we present
our simulationresultsand discusstheir implications. Our
conclusiondorm thefinal section.

1. AN OVERVIEW OF SPLIT-TCP

In this section,we provide anoverview of how TCP prox-
ies work, and provide qualitatve argumentsthat shav the
motivationbehindtheir use.

Proxiessplit a TCP connectioninto multiple local seg-
ments.They buffer pacletsanddeliverthemto thenext proxy
or to thedestination Eachproxyrecevespacketsfrom either
the source(A proxy P1lrecevespacletsfrom Sin Figurel)
or from the previous proxy, sendd.ACKs for eachpacletto
the sender(sourceor proxy) of that paclet (asan example
in Figure 1, the secondproxy P2, uponreceving a paclet,
sendsa LACK for thatpacketto P1), buffersthe paclket, and
whenpossible forwardsthe paclet towardsthe destination,
at a rate proportionalto the rate of arrival of LACKs from
the next local segment. The sourcekeepstransmittingac-
cordingto therateof arrival of LACKs from the next proxy,
but purgesa paclet from its buffer only uponreceiptof an
end-to-endACK for that paclet (notethatthis might bein-
dicatedin acumulatve ACK for aplurality of paclets)from
thedestination.

This essentiallysplits the transportlayer functionalities
into that of congestioncontrol and end-to-endreliability.
Correspondinglywe proposeto split the transmissiorwin-
dow at the sourceinto two windows, the congestionwin-
dow and the end-to-endwindow. The congestionwindow

2Note that TCP proxies(or similar entities)have beenusedsuccessfully
in cellularwirelessnetworks[5], [6]. A majordifferencein ourwork is that
thedynamicplacemenaindmaintenancef proxiesis achallengingssue;in
cellularnetworks the proxiescanbe conveniently placedat the basestation.
Furthermore our proxiesdo not assumeary responsibilityof endto end
reliabledelivery.
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would always be a sub-windav of the end-to-endwindow.
While thecongestiorwindow changeén accordancevith the
rateof arrival of LACKs from the next proxy, the end-to-end
window will changein accordancewith the rate of arrival
of the end-to-endACKs from the destination. The dynam-
ics of both thesewindows vary as per the rulesthat govern
traditional TCP subjectto the conditionthat the congestion
window stayswithin the end-to-endvindow. At eachproxy,
therewould beacongestiorwindow whichwould governthe
rateof sendingbetweenproxies. We suggesthattheseend-
to-endACK’s be infrequent(one end-to-endACK for every
1000r sopacletsthatarerecevedby the destination)since
thelikelihoodof a proxy failure might be expectedsmalf.

We elaborateon the advantagesof TCP proxieswith re-
gardsalleviating the two effectsthat causeTCP to perform
poorly: (a) mobility, and (b) the link captureeffect of the
802.11MAC protocol.

Dealing with Mobility:  Split-TCP can handle mobility
betterthan the plain TCR. Mobility in MANETs manifests
itself aslink failures. As the length (in hops)of a particu-
lar sessionincreasesthe possibility of link failureson that
pathalsoincreasesOnelink failurecancauseanentireTCP
sessiorto choke, whenin fact pacletscanbetransferrecbn
otherlinks thatarestill up. Split TCPhelpstake advantageof
thesdinks thatareup. Whenalink on alocal segmentfails,
it is possiblefor TCPwith proxiesto sustaindatatransferon
otherlocal sggments.Thus,the hit on TCPthroughputueto
mobility is of muchlowerimpact.

We point out that the higher probability of link failures
on longer paths(as mentioned)causesan unfair disadwan-
tageto long TCP sessionsvhencomparedvith shorterTCP
sessions By splitting the long TCP sessioninto shorterlo-
cal segment$, we essentiallycreatea scenariain which all
TCP sessionare of shortlength. Thus,we canexpectthat
ourschememprovesthefairnessamongTCP sessionén the
network.

Dealingwith the link capture effect: If the|EEE 802.11
MAC protocolis usedin conjunctionwith TCR, it causeshe
channelcapture effect If we have two simultaneousTCP
sessionghatareinitiatedin thegeographicavicinity of each
other, andarebothheaily loadedthis effect providesanun-

3The only time the receiptof a LACK by the sourcedoesnot meanthat
thepacletis deliveredend-to-ends wheneithera proxyfails or thenetwork
becomeslisconnected.

4 ocal segmentscanbe thoughtof asshort TCP connectionswherethe
ACKs correspondo LACKs. Henceforthwe shallfreely usethe analogyin
ourdiscussion.
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fair advantageto the sessiorthat originatedearlieror to the
sessiorthatis of fewer hops.The sessiorwith theadwantage
capturegheentireregion of transmissiorasits TCPwindow
sizegrows. The introductionof TCP proxiesasdescribed,
alleviatesthis problem. Since,the streamingof datanow oc-
cursin shorterstages only one stageis capturedat a time
i.e.,thesizeof the capturedegionis now reduced.This may
be explainedwith the help of Figure2. We showv two hear-
ily loadedconnectiongndthefirst sessiorbeginsearlierthan
thesecond. In theabsencef proxiesthefirst connectioren-
joys asustainestreamingof dataatthe MAC layer. Aslong
asthe sourceS1, continuesto have data,it capturesthere-
gion of transmissiorandthus,the secondconnectiorcanget
virtually nothroughputlf, for thefirst sessionwe introduce
a proxy P1betweerthe sourceS1andthe destinationD1 as
shawn in thefigure, the TCP sessioris now broken up into
two segmentsithefirst terminatesat P1 andthe secondorig-
inatesat P1. This division causestreamingto occurin two
stages During the first stagedatais streamedrom S1to P1
andduringthe secondstagedatais streamedrom P1to D1.
Thesetwo eventswould be mutually exclusive since,when
nodeP1lis streamingdatato D1, it will be unableto receve
pacletsfrom S1,andwhenP1is receving pacletsfrom S1,
it cannotstreandatato D1. Thus,asecondSplitTCPsession
(like onefrom S2to D2) cansimultaneouslystreampaclets
in the geographicalicinity of the segmentfrom S1to P1,
(thatis from S2to P2),asPL1lis in the procesf delivering
its pacletsto D1. Similarly, asS1streamgacletsto P1,P2
cancompleteits delivery of paclketsto D2. Thus,by splitting
TCPwhatwe essentiallyensures thatonly smallgeographi-
calareasn thenetwork arecapturedor MAC accessandfor
shorttimes, and therefore,we improve fairnessamongthe
TCP sessions.The advantageis more pronouncedor long
TCP connectionghatcontainmultiple proxies.

We ernvision thatproxiescanbeimplementedvith no per
flow state.Every nodewould maintaina buffer thatcanstore
theaggregatedpacletsfrom every flow for which thenodeis
aproxy. It alsomaintainsalocal congestionwindow; thatis

5A similar reasoningmay be madeif one of the connectiongs heavily
loadedascomparedvith theother

areflectionthe amountof spacdeft in this aggreyatebuffer.
The sourcewould thenregulateits rate of flow basedupon
theminimum of thelocal congestiorievelsat the proxieson
its path. We omit the detailsof this implementatiordueto
thelack of spaceandreferthereaderto [7].

Proxieswould be implementedoy meansof a distributed
algorithm. Eachnodewould look at the numberof hopsthat
apaclethastraversedsincethe previousproxy (asseenn the
IP headergandif apredeterminetiopcountis reachedit acts
asa proxy for that packet. Suchanimplementatiorwould
make deploymentof nodeswith proxy capabilitiesbothprac-
tical andscalablé®.

[11. EXPERIMENTAL RESULTS

In this sectionwe quantifythe performanceenhancements
that Split-TCPprovidesin ad hoc networks by meansof ex-
tensive simulations We usethepopularns2.1 andthe exten-
sionsprovidedthereinfor supportingnobileadhocnetworks
[8]. We have createda “TCP proxy agent’anda “TCP con-
nectionmanager’moduleto supportthe operationfor Split-
TCP

To compareSplit-TCP with simple TCP, we usethe cu-
mulative throughputwhich is definedastheratio of the total
numberof databytestransportedo the destinationover the
durationof thesessiorasoneof themetrics.We useasecond
metricfor quantifyingthe unfairness{/, which stemsfrom a
commonlyusedfairnesametric[9]. Let usassumedhatthere
arek simultaneousonnectionstagiventime (let thesecon-
nectionsdbeenumeratefrom 1 to &). Let usalsosupposehat
the cumulative throughput,at this giventime, for a connec-
tioni is t;. We alsodefineT; to bethecumulatve throughput
thatconnectioni would have enjoyedif it hadbeenthe only
connectiorthatwasactive. We definethe unfairnesgo be

kzm —<§;—1)2

k-1

U= 1)

If all the = arebetweerD and1, thenthevalueof U is also
betweer) and1. NotethatU = 1 is the maximumunfair-
nesswhile U = 0 is fair. Thereasonfor taking the ratio of
the throughputgduring simultaneousindisolatedoperations
is to measurehe unfairnessthat occursdueto the presence
of othersimultaneousonnectiond For example,if & = 2,
thenU = |4 — Z].

A proxy nodeuponreceving a datapaclet, first forwards
the datapaclet to the next relay nodeandthengeneratea
LACK messagéo be sentto the previousproxy (or source§.
In ourexperimentsunlessmentionedtherwisewe consider
thatthe sourceof a TCP sessions data-intensie, i.e., it al-
wayshaspacketsto send.We conductedseveralexperiments
varyingtheinter-proxydistanceandfoundthataninter-proxy

8Due to spaceconstraintswe cannotprovide further detailson possible
implementatiormethodstheseareprovidedin [7]

7We usethis mainly to demonstratéhat our methodalleviatesthe unfair-
nesshatarisesdueto the captureeffect of the [IEEE 802.11MAC protocol.

8Reversingtheorderof thesetwo eventsresultedn reducedperformance.



6000

With p‘roxies‘every‘ 3 hof)s
Without any proxies

5000
4000
3000 |

2000

Total packets received

1000

0

0 10 20 30 40 50 60 70 80 90 100
Time

Fig. 3. Variationof total pacletsreceved of atypical connectiorwith time
in amobileadhocnetwork

distanceof 3 or moreis goodfor throughputandandinter-
proxy distanceof approximatelys or lessis goodfor thefair-
ness.Hence,in the following experimentswe useaninter
proxy distanceof 3, 4 or 5 unlessexplicitly statedotherwise.

We considera mobile network of 50 nodesspreaduni-
formly in a 1km x 1km squareregion. Eachnodecanmove
with aspeedvhichis choseraccordingo auniformdistribu-
tion andvariesfrom 0 to 10 m/s(therandomwaypointmodel
is used). We arbitrarily choosesource-destinatiopairsand
TCPsessionsiresetup betweerthem.Weruneveryscenario
for bothTCPandSplit-TCP Werunseveralexperimentswith
3, 4 or 5 simultaneoud CP connections.The overall obser
vationis thatthe total thr oughputimpr oveswith the useof
proxiesby about 5 % to about 30%. Furthermoreproxies
sene asmoderatorsn the sensethat fasterconnectionsare
slowed down and slower connectionsare madefaster i.e.,
fairnesds improved.

First, we examinethe dynamicsof how proxiesimprove
the performanceof TCP whenthereis mobility. We present
the resultsof a typical experimentwith 3 TCP connections
in Figure3 wherewe plot the total throughputin numberof
pacletsreceved versustime. Obsene that the throughput
with proxiesincreasedn aburstin thesmalldurationof time
between50 and 60 seconds.The reasonfor this behaiour
wasthat, atthis time, oneof the connectiongwhich we will
call connectionl) which wasof 5 hops,hada link failure
(due to mobility) at the secondhop. The proxy was posi-
tionedafterthethird hop. Theconnectiorhadnorouteto the
destinationfor a shortperiodof time. TCP without proxies
experiencedossesandkeptreducingits window sizeby half
aftereachpacletlosswasseenHowever, in thecaseof Split-
TCR thoughthe source-proxyTCP sggmentwas throttled,
the proxy- destinationTCP segmentcontinuedto function.

It is interestingto note that not only wasthe instantaneous

throughpumaintainedput it in factincreasedsincenow, the
proxy-destinatiorsegmentdid nothave to competdor chan-
nelaccessin thevicinity of theproxy, with thesource proxy
segment. Sincetherewasa considerablenumberof paclets
gueuedat the proxy, the connectionwith proxiescontinued
to function. Note that the total throughputof TCP without
proxiesdoesnotchange Thisis becausealthoughoneof the

connectionss cut off, the othertwo connectiondoggedthe
channelith their own data.

During thetime thatthe connectionl encountered failed
link, the throughputachieved by this connectionby using
TCP with no proxies,is zero. The two otherconnections,
on the otherhand, enjoy an enhancedhroughputat its ex-
pense. By using our unfairnessmetric definedin Equation
1, we seethatthis causesan averageunfairnessof 0.24. On
theotherhand,whenSplit-TCPwasused,Connectionl con-
tinued to get a fair shareof the throughputin spite of the
link failure. The valueof the unfairnessametric wasnow re-
ducedto 0.13. Althoughwe have shavn resultsfrom oneof
ourexperimentsthisimprovemenin throughpuandfairness
wastypical for all simulationruns. Thesesimulationswere
run with the numberof nodesvarying from 50 to 100, and
the maximumspeedof eachnodevarying from 5 m/sto 20
m/s. The average(over all simulations)increasean through-
putwasabout12%. The average(over all simulations)alue
of the unfairnesametric obsened for TCP (without proxies)
was 0.47, while the average(over all simulations)value of
the metricfor TCP with proxies(inter-proxy distance= 3 or
4 hops)was0.17.
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Split-TCP alleviates the Unfair nessof an Early Start:
Whenwe have two or more sessionghat are active simul-
taneously and have alongtheir route, a region whereinthe
channelis sharedbetweernthem,we find thatwith TCP, the
value of the unfairnessmetric is large. ConsiderFigure 4;



for this experimentwe hadtwo TCP connectionsgonnection
1 andconnection2. Connection2 beganslightly later than
connectionl. We seethatconnectior? is almostat a stand-
still until connectiorll completedsendingall its data.Onthe

otherhand,whenSplit TCPwasused,asshavn in Figure5,

thethroughputf connectior2 wasaboutthe sameasthatof

connectionl.

We recall our discussiorof the effect of the IEEE 802.11
MAC protocolon TCP from sectionll. Sinceconnectionl
began earlier, it capturedthe channelto begin with. Con-
nection 2, continually experiencedexponentialback-of at
the MAC layer. As explainedin sectionll (Figure2), Split-
TCPhelpedalleviatethis effectandimprovedtheshareof the
channelccesghatwasavailableto connectior?.
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Next, in Figures6 and7, we plot the throughputof a con-
nectionasafunctionof theconnectiordurationandits length
for both TCP and Split-TCP As expected,longer connec-
tions benefitby using Split-TCP (for a connectiorthatis 14
hopsin length,Split-TCPprovidesathroughpugainof about
16%). The connectiordurationseemgo have little effecton
the performanceregardlesof whetherTCP or Split-TCPis
used.Noticethata TCP connectiorof shorterlengthalways
outperformsa TCP connectiorthatis longer Thisis dueto
thefactthatthereis alwayssomecontentioramongadjacent
links (whetherproxiesare usedor not) for channelaccess

time. Thus, the larger the numberof hops, the higher the
contentionandhenceJower thethroughput.

Split-TCP is robust to proxy failur es.We have alsoper
formed experimentsin which proxiesfailed or becamedis-
connectedrom the network. In suchcasesthe end-to-end
ACKs helpedin end-to-encpacletrecovery. It wasobsenred
thatevenif proxiesfail, the overall throughputs higherthan
thatof regular TCP (providedthattherateof proxyfailureis
nottoohighi.e.,occuronly about5 % of thetime) ®, while at
thesametime, the end-to-endeliability of TCPis presered.

IV. CONCLUSIONS

In this paper we proposea nev promisingapproachto
improve the performanceof TCP in termsof fairnessand
throughpuin MANETS. We proposéo achievethis by intro-
ducingproxy agentsthat split TCP into localizedsegments.
Ournew versionof TCPis calledSplit TCP. Theproxyagents
facilitatetheseparatiomf thecongestiorcontrolandtheend-
to-endreliability semanticof TCP. Whena link failure oc-
cursin onesegment,sustainedhroughputs possibleon the
other sgments. Since, link failuresare more probablein
longerconnectionghanin shorterones,the introductionof
proxy agentsespeciallypbenefitdongerconnectionsTo sum-
marize, TCP proxiessucceedn termsof achieving a higher
TCPthroughputandproviding betterfairnesso longerTCP
connectionsvith respecto shorterones.In addition,the in-
troductionof proxieshelp alleviate the channelcapture ef-
fectthatoccursif thelEEE 802.11MAC protocolis used.If
plain TCPis usedthe channelcaptureoccursover the entire
region occupiedby a heavily loadedTCP sessionwhereas
with Split-TCP the effectsare now localized. We show by
meansof simulationsthat Split TCP canimprove both the
fairnessamongTCP connectiongby a factor of 60%) and
thethroughput(by about5% to 40%) of individual TCP con-
nections.
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