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Graphs are mathematical structures used to model objects and their pairwise relationships. Due to their simple but expressive abstract representation, they are commonly used to model various types of relations and processes in technological, social or biological systems and have found numerous applications. A special type of graph is the similarity graph in which nodes represent entities and there is an edge connecting two nodes if the two entities are similar based on some similarity measure. In a typical scenario, raw data of entities are provided in the form of a relational dataset, matrix or a tensor and a similarity graph is built to facilitate graph-based analysis like node importance, node classification, link prediction, community detection, outlier detection, and more.

The ability to construct similarity graphs fast is important and with a potential for high impact, thus several approximation techniques have been proposed. In this work, we propose data sketching based methods for fast approximate similarity graph construction. Data sketching techniques are applied on the raw data and are designed to achieve desired error guarantees. They can drastically reduce the size of raw data on which we operate, allowing for faster construction and analysis of similarity graphs, but with approximate results. This is a desirable tradeoff for many applications in diverse domains.

Through a thorough experimental evaluation, we demonstrate that our sketching methods outperform sensible baselines and competitor methods proposed for the problem. First, they are much faster than exact methods while maintaining high accuracy in constructing the similarity graph. Furthermore, our methods demonstrate significantly higher accuracy than competitive methods on generic graph analysis tasks. We demonstrate the effectiveness
of our methods on different real-world graph applications.
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## Chapter 1

## Introduction

### 1.1 Motivation

The graph data structure is one of the most prevalent data structures used in Computer Science because of its ability to show relationships between entities in an effective way. The goal of this thesis is to explore how we can build similarity graphs, i.e. graphs in which nodes represent entities in a dataset and edges representing similarities between two entities, in an efficient way.

There are many applications in which the use of a similarity graph can be beneficial, such as nearest neighbor search $[32][45][54]$, collaborative filtering based recommendation [16][13][58], link prediction [28][30][70], clustering [49][65][72], and maximum inner product search (MIPS) [50]. For example, in the recent work of Morozov et. al. [50], it is shown that using similarity graphs, the MIPS problem (which is an essential operation in many machine learning tasks) can be solved efficiently.

Constructing similarity graphs can be very time-consuming as it normally involves the computation of similarities between all pairs of entities in a dataset. Furthermore, this problem suffers from curse of dimensionality. If data is high-dimensional, the speed of processing decreases significantly. There are many applications in which similarity graphs need to be built many times, such as in data streams where insertion, deletion and modification of data
entities occur frequently over time. Improving similarity graph construction can result in significant improvements in the efficiency of the whole application as it is one of the most time-consuming parts of the application.

An example of applications that deal with streaming data is news recommendations. The news articles are time-sensitive and recommendation of news to users is normally based on recent news. In collaborative filtering based news recommendations, computing similarities between users or articles is an essential operation. Using a similarity graph can facilitate such a computation. Due to the dynamic nature of the data, similarity graphs may need to be re-constructed over time as new articles or users are being added and old ones may retire. Thus, in such an application the need for having a fast approach for graph construction rises.

Our methods are suitable for constructing similarity graphs of high-dimensional and sparse datasets. Example such datasets include document-word representations in information retrieval or user-item matrices typically found in recommendation systems (e.g., matrices representing ratings of users to movies or to restaurants, binary matrices representing transactions of customers buying products, and so on). In these applications, the matrix represents documents or users as rows and the columns represent words in the literature or items (movies, restaurants, products) the users provided a rating for (or purchased), respectively. The end result is a matrix with a large number of rows and columns. Such data matrices are typically very sparse, meaning that most values are equal to zero. The semantics of a zero value are that information is not available or is missing. For example, in a popular movie database, users have on average watched 30 movies (out of million movies available). So for each matrix row there are 30 non-zero entries on average and all other values are zero. In these setting, zero entries can be discarded as they don't carry significant information, occupy large amounts of memory, and render complex computations to be slow.

Data sketching makes construction of graphs from the mentioned matrices much more efficient. Using data sketching techniques, instead of working with high-dimensional data matrices, we can work with much lower dimensions and compute pairwise similarities in a much more efficient way. The objective of this research is to develop efficient and effective method for similarity graph construction using data sketches. The method needs to be fast
in terms of running time, as well as accurate compared to constructing a similarity graph based on the original input dataset.

### 1.2 Contributions

The main objective of this research is to address the problem of similarity graph construction from high-dimensional data. Given raw data represented by a matrix (or sparse vector representation of a matrix) where rows represent entities or instances and columns represent attributes, we aim to propose an efficient and effective method for similarity graph construction using data sketches. The method should be fast in terms of running time, as well as accurate compared to constructing the same similarity graph based on the original input dataset. Below are the contributions of this thesis:

- We introduce novel algorithms for the construction of similarity graphs. In our algorithms, data sketching techniques are used to make the process more efficient. Data sketches are much smaller than the original data and by using them, high-dimensional data is converted to much lower dimensions. In addition, we propose to use an inverted index for pairwise similarity computations, which helps to eliminate many redundant computations and comparisons, saving a huge amount of time.
- We propose three algorithms each of which has a trade-off for speed and space. When there is no restriction on the space or linear space is provided, two of our algorithms having data preprocessing (which we call offline methods) can be used. Another method we propose has an online approach of data processing and uses much less space than the other two. However, it is shown that this method works slightly slower. So based on the needs one might have, any of our algorithms can be selected and worked with.
- We demonstrate the effectiveness and efficiency of our methods via experiments on different datasets and different setting of parameters. We compare our proposed algorithms with established baselines and a commonly used competitor and show that our
methods are significantly faster than the baselines (up to $\mathbf{6 2} \times$ faster) with a negligible sacrifice on the accuracy. While the competitor method has a similar speed to ours but its accuracy is much lower.
- We analyze the effectiveness of our methods on different graph downstream tasks like node centralities, node rankings and $k$-nearest neighbours to see how errors of sketching propagate to the graph applications. We show that compared to our competitor, our accuracy is much higher on such tasks suggesting that our methods can be good options for similarity graph construction and further graph analysis.
- We show that our methods show consistent behaviour even when the parameters of the experiments are changed. For the sketching as well as the graph applications, we change parameters specific to the task and show that our methods are much less sensitive to those changes than the competitor which makes them more robust and reliable to use in different settings.


### 1.3 Outline of The Thesis

The structure of the thesis is as follows: In section 2, we provide the background of our work and talk about different lines of research that are related to our topic. We provide different categories and introduce some works for each of them. In section 3, we introduce all definitions and our problem statement and elaborate on them. Also, we propose our solutions for the mentioned problem and the methodology we have towards it. Next, it would be the evaluation which we bring in section 4 . We show thorough evaluations on how our algorithms and other competitors work based on different criteria. Section 5 is the last one in which we offer a summary and conclusion of our work.

## Chapter 2

## Background \& Related Work

In this section, we go through the background of our work and the basic structures that are used throughout the thesis. Beside that, we review different lines of research that are related to our work and elaborate them.

### 2.1 Different Similarity Related Graphs

### 2.1.1 Similarity Graph

A similarity graph $G(V, E)$ is a graph where $V$ is the set of vertices or nodes representing entities and $E$ is the set of edges representing similarities between those entities. Figure 2.1 shows an example of such a graph. According to the figure, consider we have a dataset representing users as rows and items they bought as columns. Each cell shows how many numbers of an item a user has bought. If we use dot product as the measure of similarity, users 1 and 2 will have the similarity value $3 \times 4+0 \times 5+2 \times 1+0 \times 0+10 \times 0=14$, so there is an edge with value 14 between the node 1 and 2 . For users 1 and 3 we have similarity value of 53 and the edge between them has value 53. The same applies to all other pairs of users. As it can be seen, the similarity value between user 1 and 5 is 0 so there is no edge between these two nodes in the similarity graph. To conclude, a similarity graph is a graph in which nodes are entities and edges are the similarity between them. Such graphs

| UserID | Item1 | Item2 | Item3 | Item4 | Item5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | 3 | 0 | 2 | 0 | 10 |
| $\mathbf{2}$ | 4 | 5 | 1 | 0 | 0 |
| $\mathbf{3}$ | 1 | 3 | 0 | 1 | 5 |
| $\mathbf{4}$ | 0 | 2 | 2 | 0 | 3 |
| $\mathbf{5}$ | 0 | 0 | 0 | 4 | 0 |


(b) Similarity graph

Figure 2.1: In subfigure 2.1a, a dataset is shown which represents users as rows and items as columns. Each cell shows how many numbers of an item a user has bought. In subfigure 2.1 b , the similarity graph of the presented dataset is built. Nodes of this graph show users and edges are similarity of them based on the dot product measure.
have many different applications in recommendation systems, nearest neighbour search, information retrieval and so on.

### 2.1.2 $\epsilon$-Graph

An $\epsilon$-graph is a usual graph with the difference that all the edges have value above the $\epsilon$ threshold. Consider the graph presented in Figure 2.1, if we set $\epsilon=15$, the edges that are below this value i.e. $(1,2),(2,4),(3,5)$ will be omitted. In Figure 2.2, the idea is presented. Left graph shows the original one and right graph shows its $\epsilon$-graph.


Figure 2.2: Applying $\epsilon=15$ threshold to the graph presented in Figure 2.1. Edges having weight below the threshold are omitted which results in removal of $(1,2),(2,4),(3,5)$

### 2.1.3 Nearest Neighbour Graph

A nearest neighbour (NN) graph is a directed graph in which each node has a directed edge to its nearest neighbour node. The notion of nearest can be regarded as the most similar or the least distant. The edges are directed because if node B is nearest for node A , this does not imply its reverse and node B can have another node like C as its nearest neighbour. In Figure 2.3, we show the NN graph built from the similarity graph represented in Figure 2.1.

Beside NN-graphs we have kNN -graphs which are more general. In kNN -graphs, node A has a directed edge to node B if node B is among the $k^{\text {th }}$ most similar or least distant nodes of the graph for node A. So for each node, instead of 1 nearest neighbour node, we have $k$ nearest neighbours.

## Nearest Neighbour Search (NNS)

In this problem, we are given a dataset and a query point, we try to find the nearest point or the most similar one to the query in the dataset.

### 2.2 Similarity Graph Construction \& Applications

Similarity graph construction can be a daunting task in terms of runtime and memory usage if not operated efficiently. This task includes computing similarities for all pairs of instances in the dataset. Consider the example of users and the items that they have bought as brought in Figure 2.1a, if we have $n$ number of users and $d$ number of items, the time


Figure 2.3: Nearest Neighbour Graph constructed from the similarity graph represented in Figure 2.1. As we used dot product for the similarity measure, for each node we choose the node that has the highest value of similarity. As it can be seen for node 4 nearest neighbour is node 1 ; however, nearest neighbour of node 1 is not node 4 and instead it is node 3 . So the edge between nodes 1 and 4 is not bi-directed. However, because nearest neighbour of node 3 is node 1 and for node 1 also it is node 3 , there is a two-way directed edge between them.
complexity would be $O\left(n^{2} d\right)$. This process would be very time-taking not only in terms of $n$, but also when dimension $d$ is very large. There are a number of works proposed to speedup the pairwise comparisons by the usage of GPUs or distributing the data to address the issue of having large number of instances in the dataset. Furthermore, working with less number of dimensions when $d$ is too large can boost the process significantly too. However, there are a few works presented to tackle the problem of dimensionality and our work is one of them. In this section, we provide different approaches for pairwise similarity computations.

### 2.2.1 Pairwise Similarity Search Using Inverted Indices and Distribution

In this category, inverted indices are used for speeding up the process of similarity search. An inverted index is the opposite of a forward index. An illustration is provided in Figure 2.4. If we have documents that in each of them a geo-scopeID is present, a forward index maps each docID to a geo-scopeID; while an inverted index does the reverse and for each geo-scopeID it shows which documents have them. Using inverted indices makes the process of finding similarities much faster.


Forward Index

| geo-scopeID | docID |  |  |  |
| :---: | ---: | ---: | ---: | :--- |
| Europe |  | 1 | 2 | 7 |
| France |  | 3 |  |  |
| Portugal |  | 5 |  |  |
| England |  | 4 |  |  |
| Quebec |  | 6 |  |  |
| Spain |  | 8 |  |  |

Inverted Index

Figure 2.4: From Andrade et.al. in Indexing Structures for Geographic Web Retrieval. If we have documents that in each of them a geo-scopeID is present, a forward index maps each docID to a geo-scopeID; while an inverted index does the reverse and for each geo-scopeID it shows which documents have them.

## All-Pairs Similarity Search

Bayardo et. al. [11] give a solution on how one can make use of these indices for finding similarities between all pairs of instances in the dataset that are above a specific threshold. They propose exact solutions rather than approximations. In this work a basic algorithm for finding pairwise similarities using inverted indices is brought. Then, they provode two levels of refinement on the basic algorithm to make it even faster. The basic algorithm builds inverted indices gradually. While each instance of the dataset is being put in indices, its similarity to the instances that are already indexed is computed. So the details of the algorithm are as follow: It starts with empty initialization of inverted indices. Then there is a pass over all instances of the dataset. For each instance, similarity score of all indexed instances to the current one is calculated. Scores are maintained in a dictionary and updated during time. When score computation is done, the current instance would be indexed as well and the process goes on till the last instance. Finding similarity score is done very easily. Suppose we have some indexed documents and we want to find similarity of a document to the ones that are indexed. For each word the query document has, we go to its index and for each document having that word, we update the pairwise similarity score. This is the basic algorithm suggested by Bayardo et. al. [11].

They propose two refinements to this method exploiting the similarity threshold. The threshold is used to reduce the amount of information indexed. This has a great impact because scanning indices takes less time and candidates are reduced. However, these two approaches are impractical as for the input they need a special sort and order on dataset, both on columns and rows. This special sort and order is not present in real-world datasets and preparing a dataset for these algorithms is a huge bottleneck. Authors assume that the mentioned dataset already exists and do not consider the preprocessing of data for that. There are other works using inverted indices for similarity search; some of them using distributed frameworks and some using GPUs. We elaborate them in the next sections.

## Distributed Solutions

In order to make pairwise similarity search scalable in terms of number of instances in the dataset, one can use distributed solutions. Consider we have large amount of data residing in different locations. A distributed solution works with very large data not residing on just one machine and on multiples of them in a cluster.

MapReduce is a distributed programming model. The general structure of a MapReduce framework is shown in Figure 2.5. Each node in the cluster maps its data to some intermediate outputs. The output consists key/value pairs. In the shuffle stage, output of map stage is grouped based on the keys they have. The pairs having the same key are grouped together and are put on the same machine. As the last step, in the reduce stage all the groups from previous stage are processed in parallel using reduce functions to give the final output.

Elsayed et. al. [22] give a distributed solution for similarity search using MapReduce. In this method, there are two steps of MapReduce jobs as shown in Figure 2.6. In the first one, documents are indexed and inverted indices are built which is shown in the figure as Indexing part. The second step is finding pairwise similarities based on the inverted indices shown as Pairwise Similarity. In the indexing step, documents are given to mappers. The mapper produces key/value pair tuples having terms as keys and value as tuple of document ID and the frequency of the term in the document. In the shuffle stage, all the tuples having


Figure 2.5: This is a representation of MapReduce structure provided in [22].


Figure 2.6: MapReduce structure used for similarity search suggested by [22]. There are two steps of MapReduce jobs. In the first one, documents are indexed and inverted indices are built which is shown in the figure as Indexing part. The second step is finding pairwise similarities based on the inverted indices shown as Pairwise Similarity.
the same key (the same term) are gathered and put together on the same machine. The output of the shuffle stage is the inverted indices we desired so reducers just simply forward the input they are given. In pairwise similarity step, each mapper produces all the pairwise combinations of the document IDs for each term. This would be the key and the product of their weights serves as the value. Then, in the shuffle stage same pairs of documents are gathered and put together. Then, the reducer sums all the similarity values of the pairs to give the final simialrity value.

The work presented by Elsayed et.al. [22] is an algorithm giving the exact answer for all similarities. However, huge amount of data should be shuffled in the network between different machines and that is a problem. Lin [44] provides other solutions for this problem.

He proposes a brute force algorithm as well as two other ones using indexing techniques. They are called Parallel Queries and Postings Cartesian Product. The latter one is a refinement of Elsayed's work described earlier. He suggests that we move some of the works that reducers do to the map stage in order to reduce amount of data being transferred.

Furthermore, Phan et.al. [57] provide a MapReduce framework that any kind of similarity search related tasks for pairwise documents, a pivot document, range queries and k -nearest neighbour queries can be answered. The overview of their framework is provided in Figure 2.7. As the first step, worksets which are sets of documents are given as input to the framework. Then, a MapReduce job is done on these documents. This MapReduce job does a prior filter on the input which includes elimination of duplicate, common and the lonely words. The output of this step is a customized inverted index which is used for the second MapReduce job. In this step inverted indices are used and pairwise similarities are computed based on them. Query parameter filterings can be applied here in order to change the similarity search scenario to the desired task including pre-pruning, kNN query and range query filterings. In addition, Phan et. al. provide an extension to this solution [56] adding normalization steps while building inverted indices. The main structure is very similar except that 2 more MapReduce jobs are added to do the desired normalizations.

## Dimension Independent Similarity Computation (DISCO)

This method is proposed by Bosagh Zadeh et.al. [69] and is used to compute all pairwise similarities between high-dimensional vectors. It is implemented on MapReduce framework. In this work, authors optimized the amount of data shuffled in the network as well as the reduce-key complexity which is defined as the maximum number of items that are reduced to a single key. These optimizations have a great impact on efficiency of the algorithm.

The method works independent of number of dimensions. Authors propose a special sampling technique in which points that have many nonzero dimensions are sampled with lower probability than points having few dimensions as nonzero. This is the key to the whole dimension independent computations. Then, the output of the reducers are random variables whose expectations are the similarities and they prove accuracy theoretically.


Figure 2.7: The overview structure of similarity search related tasks proposed in [57]

### 2.2.2 Pairwise Similarity Search on GPUs

In this category, the focus is on maximizing parallelization of processing by using GPUs. In the work presented by Zhou et. al. [71]. an inverted index based framework is proposed to find similarities on GPUs. The overview is shown in Figure 2.8. On the top left, a relational table is provided. Each row of this dataset can be represented as a set of tuples showing attributes and their values. $O_{1}=\{(A, 1),(B, 2),(C, 1)\}$ is an example. $Q 1$ and $Q 2$ show two example range queries. For $Q 1$, we are querying tuples having $1 \leq A \leq 2,1 \leq B \leq$ $1,2 \leq C \leq 3$. On the right side of the Figure, the inverted index structure is presented. Keys of the inverted index are tuples of attribute headers and values, posting lists show which objects have those tuples. The count table shows how many number of tuples in the query each of the objects of the dataset contain. This count shows similarity of objects to the query so similarities can be obtained easily with this structure on GPUs.

As explained, this work focuses on finding similar objects to the query and is not an all pairs similarity search. For that purpose, a data structure is designed for the count table. This data structure is called Count Priority Queue (c-PQ) which makes the process of finding top k similar objects much more efficient. It is a hash table that keeps a few candidates and for getting the query result, it should be scanned just once. Another novelty of this work is the ability to work with many different kinds of data. The popular data types are supported by Locality Sensitive Hashing (LSH) [24] and the complex ones are supported by Shutgun and Assembly (SA) [8]. By using these two techniques, many data types are supported to build an inverted index based on them and searching queries.

Furthermore, a fast GPU $k$-selection algorithm is proposed in [34]. In this work the problem of finding k nearest neighbours to a query is investigated and it is not an all pairs similarity search. When working with GPUs, compressed representations of vectors are very convenient to use because memory is limited. Instead of working with a very highdimensional vector, one can use a small and compact representation of it using different encodings. Compression can be done using binary codes or quantization. In this work, Product Quantization (PQ) is used. Furthermore, implementations on GPU have their own limitations and a CPU design cannot be translated to a GPU one in a straightforward way.

| AAtr | $A$ | $B$ | $C$ |
| :--- | :---: | :---: | :---: | :---: |
| $\mathrm{O}_{1}$ | 1 | 2 | 1 |
| $\mathrm{O}_{2}$ | 1 | 1 | 2 |
| $\mathrm{O}_{3}$ | 2 | 2 | 3 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| ID |  |  |  |
| $\mathrm{O}_{1}=\{(\mathrm{A}, 1),(\mathrm{B}, 2),(\mathrm{C}, 1)\}$ |  |  |  |
| $\mathrm{O}_{2}=\{(\mathrm{A}, 1),(\mathrm{B}, 1),(\mathrm{C}, 2)\}$ |  |  |  |
| $\mathrm{O}_{3}=\{(\mathrm{A}, 2),(\mathrm{B}, 2),(\mathrm{C}, 3)\}$ |  |  |  |
| $\mathrm{Q}_{1}=\{(\mathrm{A},[1,2]),(\mathrm{B},[1,1]),(\mathrm{C},[2,3])\}$ |  |  |  |
| $\mathrm{Q}_{2}=\{(\mathrm{A},[2,3]),(\mathrm{B},[1,1]),(\mathrm{C},[1,2])\}$ |  |  |  |



Figure 2.8: This is the overview of the method suggested by Zhou et. al. [71] for finding similarities using GPUs.

This work provides different GPU layout decisions to make use of the power of parallelism they have as much as possible and make the process much faster.

As another example, Jian et. al. [31] propose a method for top-k cosine similarity search via a special binary quantization technique. This method does not use any special indexing construction. The algorithm compresses floating point numbers to very small binary codes and does an XOR on them.

Gowanlock et.al. [27] propose a solution for the problem of similarity self-join on GPUs. In this problem, all entities in the dataset that are within $\epsilon$ distance of each other are found. They provide a grid-based specific index structure suitable for GPU in order to do range queries. By using properties of this index, some candidate sets are filtered. This helps to reduce overhead of the search. Also, based on the variance of dimensions, data is reordered. Furthermore, some expensive calculations are pruned to improve performance of the overall search. By using these optimizations, the whole process is performed with much higher efficiency.

### 2.2.3 Similarity Graph Applications

Similarity graphs are widely used in the literature and there are numerous applications for them. Here we bring some of them and elaborate.

## Recommendation Systems \& Collaborative Filtering

Recommendation systems aim to predict preference of a user about an item in order to give a recommendation; for example, in music or video applications when the system wants to recommend a music or a video to a user or in online shopping when an item is suggested, etc. One of the main approaches to address this problem is Collaborative Filtering. This approach is based on the fact that if two people have had the same taste in the past, in the future they will like similar items too. One way of solving this problem is using similarity of users for which a similarity graph can be used. Therefore, an item that is enjoyed by similar people to the user can be recommended to him/her $[16][13][58]$.

## Link Prediction

The link prediction problem is the problem of predicting future links between different nodes in the graph; for example predicting friendship of users in a social network, finding hidden links for security purposes like detecting gang interactions, etc. There are a number of approaches to solve this problem. One of the most successful ones is the similarity based methods which are widely used. These methods consider the structure of the network and having similarity graphs helps the process greatly. Some of them work based on node neighbourhood features like common neighbours, Jaccard coefficient, etc., Others work based on path features like shortest path distances, Katz metric, ... or even based on vertex and edge attributes $[28][30][70][68]$.

## Data Clustering

Another application of similarity graphs is data clustering [49][65][72]. In clustering, we want data points residing in the same cluster to be more similar to each other than data points in other clusters. So we want to maximize similarity of items within a cluster and
minimize it inter-cluster. For this purpose, a similarity graph can be used. We can find minimum cuts recursively in order to partition or cluster dataset.

## Maximum Inner Product Search (MIPS)

The MIPS problem has many applications in Machine Learning. The problem is formulated as following. Given a large dataset of vectors $X=\left\{x_{i} \in \mathbb{R}^{d} \mid i=1, \ldots, n\right\}$ and a query $q \in \mathbb{R}^{d}$, we need to find the vector $x_{j}$ such that $\left\langle x_{j}, q\right\rangle \geq\left\langle x_{i}, q\right\rangle=x_{i}^{T} q, i \neq j$. As suggested in [50], previously, people were using two approaches to solve this problem. First, reducing MIPS to an NNS problem using traditional methods like tree partitioning, LSH, etc. The second approach was to filter vectors that are not promising based on inner product upper bounds like Cauchy-Schwarz inequality. In the work presented by Morozov et.al. [50] a new approach is presented. They propose that by using similarity graphs, this problem can be solved in a more efficient way. The authors provide theoretical analysis to show why similarity graphs are very effective in solving this problem.

## Nearest Neighbour Search (NNS)

One of the applications that similarity graphs can be used in is NNS. Because a large body of works is offered in this area, we devote a section to this topic and elaborate the main approaches to solve this problem. Although this topic is very related, it is not exactly the same as similarity graph construction. As shown in Figure 2.3, a similarity graph is a weighted undirected graph in which each edge shows similarity between two nodes. However, an NN graph is a directed one in which each node has a directed edge pointing to its nearest neighbour. There are many works proposed to solve the problem of NNS; some of them make use of similarity graphs and some build special data structures optimized for the query search and answer the query with those data structures. In the next section, we provide different categories of work in this area and elaborate them.

### 2.3 Nearest Neighbour Graph Construction and Search

The problem of nearest neighbour graph construction and search has many applications in Computer Science. In information retrieval systems where we want to find the most similar documents to a query, content based image retrieval, optical character recognition and many other applications. Because datasets can be very large in terms of number of instances as well as dimensionality of dataset, giving an exact solution might be very time-inefficient. Therefore, there are many approximated solutions proposed that are accurate enough but much more efficient than the exact solution.

Similarity graph construction is related to NN-graph construction but it has its own differences. In a similarity graph we have all the pairs of similarities that are nonzero as edges. However, in a $k$-NN graph we have just the most $k$ similar nodes for each node and we can optimize $k$-NN graph construction process accordingly. However, similarity graphs can be used for $k$-NN search too. The problem of $k$-nearest neighbour search is defined as having a query and a dataset including different data points, we want to return $k$ most similar data points of the dataset to the query. For this purpose, many methods first build an index or a graph and then run a search algorithm on this intermediate data structure. This data structure can be a similarity graph, a tree, etc. Here we provide some of the most prevalent methods for NNS problem.

There are different categories of work in the area of NN-graph construction and search. A couple of surveys exist representing the most important methods in each category [9][43][55]. One category of the methods build a graph and based on that graph nearest neighbours of nodes or queries are obtained. This graph is built such that information of data points based on their neighbours are used. The main idea is that neighbours of neighbours might be a neighbour. For example, if node $A$ has neighbour node $B$ and node $B$ has neighbour node C, we can check if A is a neighbour of C too or not. The other category builds special trees to answer the search query via partitioning the space recursively. The space is partitioned hierarchically via pivoting or compact partitioning techniques like clustering, Voronoi partitions or random division of space. The last important category includes methods that use

Locality Sensitive Hashing (LSH) as their foundation. In these methods, the goal is addressing the problem of dimensionality. Multiple hash functions are applied on data and high dimensional data points are mapped to lower dimensions or short codes consisting sequence of bits. There are two points of view. One is that we hash data points such that similar instances be hashed to the same code. The other one is that we hash high-dimensional points to lower dimension codes and find similarities in this low dimensional space. LSH based NNS methods are the most related to our work and we provide comparisons with them in the experiments section.

### 2.3.1 Neighbourhood or Graph Based Methods

These methods build a graph that for each data point its neighbourhood information with other points of dataset or a set of pivot points are kept [43]. So a $k$-NN graph or other graph types are built and using them, NNS is answered. In these methods, when searching for the nearest neighbour of the query, the graph is traversed in a greedy way and search stops when a stopping condition is met. In the following, we bring some of the main approaches belonging to this category.

## Small World

In the real-world, the small world phenomenon explains that each two strangers in the world can be linked by a small number of other people as hops. A graph having small world feature has following properties: each of its nodes are connected to a small proportion of the whole nodes of the graph, if a node has two neighbours it is very probable that these two can be neighbours of each other and as the last one, each two nodes of the graph can be linked to each other via a small number of hops in the middle. A very important feature of such graphs is that the diameter of the graph with $N$ number of nodes is bounded by $\log (N)$ [38].

In the paper presented by Malkov et.al. [46], a small world graph is used for approximate nearest neighbour (ANN) search. This graph is constructed gradually by adding data points to the graph one by one. When a node is inserted, set of its closest neighbours are detected


Figure 2.9: The Small World graph structue suggested by Malkov et.al. [46]. Blue nodes represent nodes of the graph. The black edges show the approximation of Delaunay graph. The red edges are long range links. In this figure it is shown that by starting from the entry point, which links are traversed to get to the closest node to the query.
and an edge is added between them which is an approximation of the Delaunay graph. These edges are regarded as short range links. By ongoing insertion of nodes, short range links become a long range link. This makes this graph a Navigable Small World (NSW). For searching the graph to find nearest neighbours of a query, a number of subsearches are done. In each of them, we start with a random node and visit its closest neighbours which are not visited before until the stopping condition is met. Figure 2.9 shows the structue of the mentioned Small World graph. Blue nodes represent nodes of the graph. The black edges show the approximation of Delaunay graph and the red edges are long range links. In this figure it is shown that by starting from the entry point, which links are traversed to get to the closest node to the query.

## Hierarchical Navigable Small World

Malkov et.al. present another method based on NSW graphs. In Hierarchical Navigable Small World (HNSW) method [47], a multi-layer hierarchical graph is built. Figure 2.10 shows the mentioned HNSW graph in which links of the graph are separated based on their distance scale or length. The most upper layer has the longest links and the closer to the zero level, length of links become smaller. Also, number of points in the upper most layer is the least and the zero layer contains all data points. Each layer of this graph is a
proximity graph and edges of each layer are short links approximating the Delaunay graph. If we combine all connections of all layers, we end up with an NSW graph (like the one we elaborated in Small World section).

Construction of this graph is done by inserting data points one by one. Each node has a maximum layer like $l$ which is selected randomly and the node is inserted to all layers between $0-l$. To insert each node, first we start from the top most layer. We explore this layer and find the neareset neighbour (a local minimum) for the point. Then we proceed to one layer down. In this layer, we start our search from the local minimum point we obtained from the previous layer and recursively we find local minimum in this layer too. We do this process for all the layers of top most to $l$. Then, for layer $l$, we insert the node in the graph connecting it to its nearest nodes and go down till the 0 level. The search process is similar to the insertion process except that we assume $l=0$ for the query and give the neighbours in the ground level as the result.

### 2.3.2 Tree Based Methods

This category includes tree based space partitioning methods. The space is partitioned hierarchically via pivoting or compact partitioning techniques. In the pivoting methods, we have some points as pivots and partitioning is done based on the distance of data points to those pivots. Compact partitioning methods have another point of view. One approach is to use clustering on data points, another one can be based on Voronoi partitions or random division of space [43]. We provide two of the main methods in this category in the following.

## FLANN

FLANN is an open source library which stands for Fast Library for Approximate Nearest Neighbours. The work which presents FLANN [52] provides two different approaches for ANN search: multiple randomized kd-trees[59] and priority search $k$-means tree.

A kd-tree is a space-partitioning data structure in a k -dimensional space. In the construction of a randomized kd-tree, data points are recursively divided to two halves. For division, a dimension is selected and split is done using a perpendicular hyperplane. This


Figure 2.10: This figure shows the structure of HNSW graph suggested in [47]. Level 0 has the shortest links and as we increase levels, links become longer and number of nodes decrease. Each layer is a proximity graph by itself. Figure shows a search process. Search starts from the top most layer (layer 2) and from the red node. A local nearest neighbour node is found in layer 2 and that node is the entry point to the layer 1 . In layer 1 also the local minimum is found and served as the entry point for layer 0 . The nearest neighbour in the ground level (0) would be the result of this search.


Figure 2.11: Spatial partitioning of $\mathbb{R}^{2}$ by a $k$-d tree shown in left vs. an RP tree shown in right [19].
hyperplane passes mean value of data points in the selected dimension. But how is the dimension selected? It is chosen from top 5 ones that have the largest variance for the values of data points in that dimension. In this method, multiple randomized kd-trees are built and for the query they are searched in parallel. The priority search k-means tree works based on clustering. It clusters data points based on all their dimensions contrary to the previous method which uses just one dimension to partition. In this method, data points are clustered to $k$ regions using k-means and then on each region recursively the same method is applied. The stopping condition for each region is met when the region has less number of points than $k$.

## Annoy

This method is one of the most successful ANN algorithms and is being used in Spotify.com. In this method, multiple random projection trees are built [19]. In Figure 2.11, space partitioning done by a $k$-d tree vs. an RP tree is shown. At each step, space is partitioned to two subspaces by taking two random nodes in the subset and dividing the space by the hyperplane that is equidistant to them. This is done k times and a forest of trees is built. This method is empirically designed and implemented.

### 2.3.3 LSH Based Methods

Locality Sensitive Hashing (LSH) was first introduced in [24]. Since then, this method has been vastly used in ANN search algorithms. This method provides theoretical guarantees on the quality of the result for the query. The main idea is to address the problem of dimensionality. Multiple hash functions are applied on data and high dimensional data points are mapped to lower dimensions or short codes consisting sequence of bits.

There are two main approaches of using hashing. One is to use locality sensitive property which says that similar items have larger probability to be mapped to the same hash bucket (or code) than the ones that are not similar to each other. Therefore, NN candidates of the query are explored in the bucket that the query is hashed to. The other usage of hashing is to reduce dimensions by using short codes and then finding approximate distances on these short codes instead of the high-dimensional original space. This needs that distance computation using short codes is efficient and also these codes preserve original similarities of data points [67]. Now, we bring some methods in this category.

## SRS

This method [66] is used for doing an ANN search in high-dimensional Euclidean space. LSH is used to tackle the problem of curse of dimensionality. In this method theoretical guarantees are provided for the quality of the results. Also, it is said that the index size used by LSH algorithms is too large but authors propose that a tiny index is required in this work. The main idea here is to project high-dimensional data points to low-dimensions (as low as 10 dimensions) via 2-stable random projections. The goal is that the distance between points in the projected space over their distance in the original space follows a known distribution. If we show distance of query $q$ to the point $o$ in the original space as $\operatorname{dist}(o)$ and in the projected space as $\Delta_{m}(o), \frac{\Delta_{m}^{2}(o)}{d i s t^{2}(o)}$ follows $\chi^{2}(m)$ distribution with mean $m$. This means that in this method the algorithm reduces $d$-dimensional $c$.ANN query to an $m$-dimensional exact k-NN query.

## Scalable Graph Hashing (SGH)

In the work presented by Jiang et.al. [32] a new graph hashing technique is proposed. Graph hashing methods need to compute pairwise similarities between all pairs of points in the dataset. However, due to the time and space limitations, approximations or subsampling is needed. In this work, authors provide an approach to approximate and use the similarity matrix without explicitely computing it. The approximation used in this work is as follows: Consider we have a dataset having $n$ data points with dimensionality as $d$. By hashing, each data point is mapped to a binary code with the length $c$ meaning that there are $c$ binary hash functions $\left\{h_{k}() \mid. k=1,2, \ldots, c\right\}$ based on which the binary code of any point like $\mathbf{x}$ is computed, i.e. $\mathbf{b}=\left[h_{1}(\mathbf{x}), h_{2}(\mathbf{x}), \ldots, h_{c}(\mathbf{x})\right]^{T}$. Hashing should preserve distance of the points in the original space. So if two points in the original space are similar to each other, their Hamming distance in the new space should be small too.

Two important elements of this work are the objective function and the feature transformation method. The objective function is as follow:

$$
\begin{equation*}
\min _{\left\{\mathbf{b}_{l}\right\}_{l=1}^{n}}\left(\sum_{i, j=1}^{n}\left(\tilde{S}_{i j}-\frac{1}{c} \mathbf{b}_{i}^{T} \mathbf{b}_{j}\right)^{2}\right) \tag{2.1}
\end{equation*}
$$

where $\mathbf{b}_{i}$ is the binary code of data point $\mathbf{x}_{i}, n$ is number of points and $\tilde{S}_{i j}=2 S_{i j}-1$. $S_{i j}$ is the similarity value between points $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$. By using feature transformations, the similarity graph matrix $\tilde{S}$ is approximated without being explicitely computed.

### 2.4 Data Sketching and Sampling Techniques

In this section, we provide some of the sampling and sketching techniques which help to reduce size of the dataset. This size reduction is in terms of dimensionality of the dataset.

### 2.4.1 Conditional Random Sampling (CRS)

CRS [41] is a combination of sampling and sketching which reduces dimensionality of data. It is used for approximating inner product, $l_{2}$-distance and $l_{1}$-distance. It has two stages, one
is creating sketches of data in order to make them smaller and the other is using sketches for the estimation of pairwise similarities. Steps of sketching are shown in Figure 2.12. Columns of the dataset are first permuted in order to make order of columns random. Then zero entries of rows are discarded and the nonzero entries remained are called postings. Postings contain key/value pairs showing column headers and their values. Sketches are front of the postings which means a few of the nonzero entries of the rows. Sketches for different rows can have different lengths. In the estimation stage, for each pairwise comparison of two rows of sketches, the length of the sketch involved in the computation is conditioned on the length of two sketches we are opertaing on and is called $D_{s}$. Consider we have two sketches $K_{1}$ and $K_{2}$ having key/values as ID/value. $D_{s}=\min \left(\max \left(I D\left(K_{1}\right)\right), \max \left(I D\left(K_{2}\right)\right)\right)$ and it shows what is the min of the maximum IDs in both sketches. This $D_{s}$ value is computed pairwise and is used in estimating pairwise similarities. In the following we bring different similarity measures provided in this work and show how they are approximated using sketches. This method also provides theoretical variance for estimations.

We bring inner-product, $l_{1}$-distance and $l_{2}$-distance for original data as $a, d^{(1)}, d^{(2)}$ and then also provide approximations of them for the conditional random samples as $\hat{a}, \hat{d}^{(1)}$ and $\hat{d}^{(2)}$.

$$
\begin{array}{rr}
a=\sum_{i=1}^{D} u_{1, i} u_{2, i} & \hat{a}=\frac{D}{D_{s}} \sum_{i=1}^{D_{s}} \tilde{u}_{1, i} \tilde{u}_{2, i} \\
d^{(1)}=\sum_{i=1}^{D}\left|u_{1, i}-u_{2, i}\right| & \hat{d}^{(1)}=\frac{D}{D_{s}} \sum_{i=1}^{D_{s}}\left|\tilde{u}_{1, i}-\tilde{u}_{2, i}\right| \\
d^{(2)}=\sum_{i=1}^{D}\left|u_{1, i}-u_{2, i}\right|^{2} & \hat{d}^{(2)}=\frac{D}{D_{s}} \sum_{i=1}^{D_{s}}\left(\tilde{u}_{1, i}-\tilde{u}_{2, i}\right)^{2}
\end{array}
$$

In these equations, $D$ is the dimensionality of the original data and $u_{1}$ and $u_{2}$ are two rows in the original dataset that we want to measure their similarity. $\tilde{u}_{1}$ and $\tilde{u}_{2}$ are the conditional random samples with length $D_{s}$ obtained by CRS from the mentioned rows. As it can be seen, in formulas used for sketches we have $\frac{D}{D_{s}}$ which tries to extrapolate the similarity value to all the dimensions in the dataset.


Figure 2.12: The sampling/sketching procedure suggested in [41]. Columns of the dataset are first permuted in order to make order of columns random. Then zero entries of rows are discarded and the nonzero entries remained are called postings. Postings contain key/value pairs showing column headers and their values. Sketches are front of the postings which means a few of the nonzero entries of the rows. Sketches for different rows can have different lengths.

CRS is a powerful tool for sampling/sketching because not only it's a simple method, but also makes the process much more efficient. Furthermore, having theoretical bounds makes it more reliable [41][40]. Because of these virtues, we chose this method as the baseline sampling method used in our work.

### 2.4.2 Normal Random Projection (NRP)

This method is one of the most widely used methods for dimensionality reduction [14][42][1]. Consider we have data matrix $A \in \mathbb{R}^{n \times D}$ with $n$ number of rows and $D$ dimensions. If we multiply this matrix by another matrix $R \in \mathbb{R}^{D \times k}$ whose entries are i.i.d. using Normal distribution of $N(0,1)$, we end up with a compact representation of $B=A R \in \mathbb{R}^{n \times k}$ in which $k \ll D$. Because the random matrix $R$ consists of i.i.d. entries in $N(0,1)$, this method is called normal random projection [14]. Therefore, dataset is first projected to lower dimensions and pairwise similarities are computed between projected rows.

### 2.5 Other Related Works

In this section, a few lines of research that are related to our work to an extent are provided.

### 2.5.1 Graph Sampling

There are numerous works done in this area. Based on a survey proposed by Hu et.al. [29], when the whole graph is known, graph sampling is choosing a subset of vertices and/or edges from a graph such that its size would be smaller but it maintains properties we are interested in. Different techniques are used for this purpose such as vertex sampling, edge sampling, vertex sampling with neighbourhood and traversal based sampling. Choosing each of them, some graph properties are preserved. As a result, we can construct efficient estimators for the original graphs.

Leskovec et. el. [39] explain different approaches for graph sampling as well as different criteria for evaluation. For each graph property, they use its distribution and using D-statistic, agreement of distributions from sampled and original graphs are evaluated. Different sampling algorithms explored in this work are random node selection algorithms, random edge selection and sampling by exploration of the graph. This work does not provide theoretical analysis.

In the work done by Ahmed et.al. [2], a topology based sampling method is proposed. In this method, nodes and edges are not simply sampled, but they use edge-based node selection which makes the probability of selecting high degree nodes higher. The last step of the method is adding some more edges to the sample so that the sampled graph has a similar structure to the original one. Furthermore, different graph crawling approaches are analyzed in [20] like Breadth First Search (BFS), Depth First Search (DFS) and Random First Search (RFS) which all can be categorized as traversal based approaches. Snowball sampling presented by Goodman [26] is another approach that $k$ random nodes are sampled, then like a snowball effect each selected node offers $k$ other nodes with which it interacts the most. Then each of the offered nodes should do the same recursively for $s$ number of stages and the procedure goes on. Random walk can be considered as a special case of snowball sampling with some differences. In random walks each node offers just one another node. There are numerous variants of random walk approaches [48][33][25] but the main idea for all of them is that we start from a node, from that node we visit one of its neighbours and repeat these steps for a specified number of steps and then give all the visited nodes as
sample nodes of the graph.
Although graph sampling is a related area to our work, it has differences to what we propose. For graph sampling, the procedure starts with a graph and then it is sampled; however, our work is dedicated to building the graph. So our work is one step before any sampling can happen, to construct the graph in an efficient way.

### 2.5.2 Graph Sketching

Beside of graph sampling, we have graph sketching. Although graph sketching focuses on linear measurements of the graph and is different to sampling, in some works these two topic titles are used interchangeably. Hence, we devote a section to explore this topic. Sketching is very useful when we have large streams of data. When we encounter large size of graph data coming and we have to process information continuously, working with sketches makes the process much faster. Also, they help parallel processing of information. Sketches are much smaller in size and yet good representatives of original data.

Cormode provides a survey on this topic [17]. He defines sketch as a linear transformation of a matrix or a vector to lower size and considers it as summary of the data which contains all the information. There are many approaches for graph sketching. Ahn et. al. [3] were pioneers in this area of research. In their method size of graph is reduced from $O\left(n^{2}\right)$ (where $n$ is number of nodes) to $d$ dimensions. They show that different properties of the original graph can be approximated by the sketch graph with high probability. Some of the properties used in this work are connectivity, $k$-connectivity, bipartiteness and the weight of the minimum spanning tree.

Definitions of dynamic graph sketches are provided in [4]. It is shown that sketches are constructed from linear projections of data. In this paper, authors propose that sketches can be used efficiently in dynamic graph streams where there is a sequence of additions or deletions on edges of the graph. In certain situations where we do not have enough space to store the graph itself, we can store its sketch and whenever needed, construct the original graph based on sketch. Furthermore, they propose that sketches can be used for distributed applications. Sending sketches over the network is much more communication efficient than
sending the whole graph.
There are many other works in this area. One is frequency based for which an example can be count-min sketch [18]. This method uses sublinear space and gives approximations with high accuracy. Compressed sensing is a very related topic in which a transformed signal is reconstructed via linear measurements similar to sketching [21] [53]. Furthermore, there are other works like building sketches for graphs and finding clusters based on them [51], using all_distance sketch as a paradigm of graph neighbourhood sketching [7], topological graph sketching based on min-wise hashing for local neighbourhood [10], etc. Again, all these works start with a given graph and build sketches based on them while our work is dedicated to the graph construction part.

### 2.5.3 Graph Sparsification

Graph sparsification is used when we have very large (or dense) graphs that consume a lot of storage and computations on them are not efficient. By sparsification, graph becomes much sparser in terms of edges without producing too much error on the computation results. One of the common properties used in different applications is the graph cut. A cut for the graph is defined as a partition of nodes to two disjoint sets. The cut-set consists all the edges that have one endpoint in one partition and the other endpoint in the other. Also, cut value is the number of edges in the cut-set or the total weight of the cut-set edges. The minimum cut problem is the problem to find a cut of minimum value. In graph sparsification, we want to build a sparse graph from the original one and give the min cut values with high accuracy. It is shown in the literature that random sampling is an effective approach for this purpose and the minimum cut in the sparse graph is $(1+\epsilon)$-times minimum cut in the original graph. Karger et.al. [37][35][36] and Benczur et.al. [12] have provided many works in this area. They show that by having graph $G(V, E)$, on the same set of vertices $V$, if we sample each edge $e$ with probability $p_{e}$, we will get a graph in which minimum cut value is $(1+\epsilon)$-times its value in the original graph.

The works that we mentioned are cut sparsifiers; however, we have spectral sparsifiers which are stronger version of cut sparsifiers. Spielman et.al. [60] propose a local clustering
approach for partitioning of graphs. In this approach, clustering is used for partitioning of the graph in a way that we find approximate sparsest cut. Therefore, this method can be used as an spectral sparsifier. Using this partitioning approach, Spielman et.al. [64] propose a method that uses the Laplacian matrix of the graphs. In [61] authors show that for each Laplacian matrix A there is a weighted graph. If we have a subgraph that is roughly the same as the spanning tree of the original graph with a Laplacian matrix B, we call this subgraph an ultra-sparsifier and we say that B is a good precondition for A. To sum up, for spectral sparsification, spectral similarity of graph Laplacians are used [64].

There are many other works for both cut and spectral sparsifiers [63][62][23]. The edges can be sampled randomly, based on their connectivity, sampling random spanning trees of the graph, etc. Ahn et.al. [6] propose an approach for streaming setting and where we have linear space for storage. They provide a solution that passes over the data once. In [4] Ahn et.al. construct a sketch-based sparsifier, i.e. via linear projections of graph and they provide $(1+\epsilon)$-approximation for all cut values of the graph. In [5], construction of spectral classifiers in a dynamic setting where edges can be added or removed are analyzed.

In summary, although graph sparsification is a related area to our research, it has its own differences. In sparsification we try to make a large graph smaller in terms of edges while approximating specific properties of the graph with high accuracy. While our work tries to build a graph from data sources like matrices, relational tables, etc. in an efficient way. The graph that we output then can be fed to a sparsifier if further size reduction is needed.

### 2.5.4 Spanners

An $\alpha-$ spanner of a graph $G$ is a spanning tree in which the distance between every pair of vertices is at most $\alpha$ times their distance in $G$ [15]. The goal is to find spanners with small size and low $(\alpha)$ parameter [4] in order to make distance approximations as accurate as it can be. Therefore, spanners have a focus on node distances and are used when distances are the concern.

## Chapter 3

## Proposed Methodology

In this section, we provide the symbols used throughout the thesis and their definitions as well as the problem statement. Then, we present our proposed methods and elaborate them in details.

### 3.1 Preliminaries \& Definitions

In table 3.1, a list of symbols used frequently in the thesis is provided. The dataset we use is a matrix with rows representing entities and columns attributes. We denote the set of entities in the dataset as $R$, the set of attributes as $A$, and the set of attribute values as $V$. The dimensionality of the dataset is the size of the attribute set $A$, which is denoted as d. If a data matrix is sparse, it has many zero entries. We can represent such a matrix by its sparse vector representation, in which a row $r$ is represented by a set of attribute-value pairs whose value is not zero, that is, $r=\{(a, v) \mid a \in A \& v \in V \& v \neq 0)\}$. Figure 3.1 illustrates an example data matrix and its sparse vector representation.

|  | A1 | A2 | A3 | A4 | A5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| R1 | 5 | 1 | 0 | 0 | 4 |
| R2 | 0 | 0 | 3 | 0 | 0 |
| R3 | 0 | 0 | 2 | 0 | 1 |
| R4 | 3 | 2 | 0 | 0 | 4 |
| R5 | 0 | 3 | 0 | 0 | 2 |

(a) A data matrix

$$
\begin{aligned}
& \mathrm{R} 1=\{(\mathrm{A} 1,5),(\mathrm{A} 2,1),(\mathrm{A} 5,4)\} \\
& \mathrm{R} 2=\{(\mathrm{A} 3,3)\} \\
& \mathrm{R} 3=\{(\mathrm{A} 3,2),(\mathrm{A} 5,1)\} \\
& \mathrm{R} 4=\{(\mathrm{A} 1,3),(\mathrm{A} 2,2),(\mathrm{A} 5,4)\} \\
& \mathrm{R} 5=\{(\mathrm{A} 2,3),(\mathrm{A} 5,2)\}
\end{aligned}
$$

(b) Sparse vector representations of the rows of the matrix

Figure 3.1: Different representations of a data matrix

Table 3.1: Table of Symbols

| Symbol | Definition |
| :--- | :--- |
| $D$ | Data matrix with rows representing entities and columns attributes. Its set of <br> entities is denoted as $R$, the set of attributes as $A$, and the set of attribute <br> values as $V$ |
| $n$ | number of rows of the matrix |
| $d$ | number of columns of the matrix |
| $r$ | $\{(a, v) \mid a \in A \& v \in V \& v \neq 0\}$ |
| $\epsilon$ | similarity threshold |
| $k$ | sketch size |

### 3.2 Problem Definition

Suppose we are given a data matrix with rows representing entity set $R$ and columns the attribute set $A$, or the sparse vector representation of the data matrix. Our goal is to build a graph whose nodes represent the entities in $R$ and edges represent the similarities between two nodes based on the attributes and their values in the matrix, in a fast and efficient way. To achieve this goal, we aim to develop efficient algorithms for building an approximate similarity graph that contains only the edges whose similarity value is above a similarity threshold.

Definition 1 (Approximate Similarity Graph Construction) Given a similarity threshold $\epsilon$ and a data matrix whose rows represent entities and columns represent attributes or the sparse vector representation of the data matrix, the problem is to build a similarity graph $G(V, E)$ where $V$ is the set of entities in the data matrix and $E$ is the set of edges where each edge represents the similarity between two nodes and the similarity is above the $\epsilon$ threshold.

### 3.3 Proposed Work

Building similarity graphs is an expensive operation due to the number of pairwise similarity computations. Furthermore, the dimensionality of data (i.e., the number of attributes) affects the speed of similarity computations significantly. The higher dimensionality is, the slower the process would be. The complexity of such a task is $O\left(n^{2} d\right)$ where $n$ is the number of instances in the dataset and $d$ is the dimensionality. In this work, we propose an efficient algorithm for the construction of a similarity graph given a data matrix or its sparse vector representation.

We use the Conditional Random Sampling (CRS)[41] technique combined with the use of an inverted index for pairwise computations. The first technique is used for tackling the problem of dimensionality while the latter is used for pruning all unnecessary pairwise computations. The combination of these two techniques results in a considerably fast method.

### 3.4 Overview of the Algorithm

Our method starts with a data matrix (or its equivalent sparse vector representation) and returns a similarity graph. It has three major steps as shown in Figure 3.2. The first step of the algorithm is data sketching in which high-dimensional data matrix is converted to small-sized sketches. The second step is computing pairwise similarities. This step is done by using an inverted index. The last step is the graph construction. The resulted similarity graph can be used in many different graph downstream tasks such as nearest neighbour search (NNS), link prediction, collaborative filtering and maximum inner product Search (MIPS) to name a few.

Algorithm 1 shows the overview of the proposed method. The inputs to the algorithm include the dataset $D$. This dataset can be a data matrix with rows being instances and columns being their attributes or the sparse vector representation of the matrix. Other inputs are the dataset dimensionality which is the number of attributes, a similarity threshold and the size of the sketch. The output is the similarity graph built based on sketches. In the first step, the dataset is sketched using the CRS technique [41]. For sketching, we


Figure 3.2: Overview of our method. The first step of the algorithm is data sketching in which high-dimensional data matrix is converted to small-sized sketches. The second one is computing pairwise similarities which is done by using an inverted index and the last step is the graph construction.
need the original dataset $D$ as well as size of sketch $k$. The output of this step includes the sketches of the dataset (represented by $S k$ in Algorithm 1) and the maximum column IDs of the sketches (denoted as $\left.S k_{-} M a x_{-} I d\right)$. We will describe the sketches and their maximum column IDs in the next section. The second step is the pairwise similarity computation. This step takes the outputs of sketching, $d$ and the $\epsilon$ threshold as inputs. The output is the similarity values between all pairs of sketches which are above the $\epsilon$ threshold. In the last stage, based on the computed similarity values, the similarity graph is built and returned as the final output of the algorithm.

```
Algorithm 1: Approximate Similarity Graph Construction
    Input: Dataset: D, dataset dimensionality: \(d\), similarity threshold: \(\epsilon\), size of
            sketch: \(k\)
    Output: similarity-graph: \(S k_{-} G\)
    \(S k, S k \_M a x \_I d \leftarrow \operatorname{Sketch}(D, k)\)
    \(S k \_\)sim \(\leftarrow\) PairwiseSimilarities \(\left(S k, S k_{-} M a x \_I d, \epsilon, d\right)\)
    \(S k_{-} G \leftarrow \mathbf{G r a p h}\left(S k_{-} s i m\right)\)
    return \(S k \_G\)
```


### 3.5 Data Sketching

We use conditional random sampling (CRS) [41] to reduce dimensionality of the data. CRS is a data sketching technique (described in Chapter 2.4.1) suitable for high-dimensional


Figure 3.3: Data sketching overview on a data matrix. Given a data matrix, the columns of the matrix are first randomly permuted. A randomly permuted dataset is shown in the middle of the figure, where the random permutation of the list of columns $[1,2,3,4,5]$ is $[4,3,1,5,2]$. After the permutation, the sketch of each row is generated by taking the first $k$ column ID-value pairs with non-zero values in the permuted column order. During the computation of the sketches, for each row or sketch we also obtain the highest column ID of the column ID-value pairs in the sketch and store it in a one dimensional array $S k \_m a x \_i d$ which will be used for efficient computing of the pairwise similarities between rows/entities. In the figure, the highest column ID in each sketch is highlighted with yellow color.
sparse datasets where zero entries are insignificant. It has two stages: one creating sketches of data in order to make them smaller and the other using sketches for the estimation of pairwise similarities. We adopt its first stage to create data sketches.

### 3.5.1 Data Sketching from Data Matrix

Figure 3.3 illustrates the steps of the data sketching procedure if the input data is a data matrix. Given a data matrix, the columns of the matrix are first randomly permuted. The purpose of the permutation is to eliminate the dependencies or special orderings on the columns the dataset might have. A randomly permuted dataset is shown in the middle of the figure. The permutation of the columns $[1,2,3,4,5]$ is $[4,3,1,5,2]$ meaning that the contents of the first column are put in the 4 th column, the contents of the 2 nd column are put in the 3rd column, the contents of the 3 rd column are put in the first one, etc. Note that we do not need to actually change the data matrix. The permutation can be done on the set of column IDs.

After the permutation, the sketch of each row is generated by taking the first $k$ column ID-value pairs with non-zero values in the permuted column order. If a row has less than $k$ non-zero values, the length of its sketch (that is, the number of column ID-value pairs) is less than $k$. Thus, the sketches of different rows may have different lengths. The value for the sketch size $k$ is typically set as the average number of attribute-value pairs with non-zero values among the rows as suggested in [41].

During the computation of the sketches, for each row or sketch we also obtain the highest column ID of column ID-value pairs in the sketch and store it in a one dimensional array $S k \_m a x \_i d$. For example, in Figure 3.3 , for row 1 we have $\operatorname{Sk}[1]=\{(2,4),(3,1)\}$ which contains the first two column ID-value pairs with nonzero values after permutation of columns for the first row. Thus, the highest column ID of the column ID-value pairs in the sketch of first row is 3 . That is, $S k \_m_{2} \_i d[1]=3$. This $S k \_m a x \_i d$ array will be used for efficient computing of the pairwise similarities between rows/entities. Note that the CRS data sketching algorithm does not produce this array. We extend CRS in this regard for the purpose of speeding up similarity computation, to be described in the next section.

### 3.5.2 Data Sketching from Sparse Vector Representation of Data

There are settings in which we are not given a matrix, instead a sparse vector representation of a large and sparse matrix is given. For example, if the data set is a set of text documents, each document can be represented as a set of words where a word is considered as an attibute and the value for the attribute can be the number of times the word occurs in the document. Using this representation, the many entries of the matrix carrying zero values are omitted and there would be a significant decrease in the amount of data stored. In this case, our input would be sparse vector representation of the matrix as described in Figure 3.1.

Data sketching can be done on such a matrix representation as pictured in Figure 3.4. First, the columns of the matrix are permuted. In Figure 3.4, the random permutation of the list of columns $[1,2,3,4,5]$ is $[4,3,1,5,2]$ meaning that the contents of the first column are put in the 4 th column, the contents of the 2 nd column are put in the 3 rd column, etc. In the figure, for the first row in the original dataset we have $R_{1}=\{(1,5),(2,1),(5,4)\}$.

Because the contents of the 1st column are permuted and put in the 4 th one, $(1,5)$ changes to $(4,5)$. For $(2,1)$, based on the permutation of 2 nd column to 3 rd one, we have $(3,1)$ and the same happens for $(5,4)$ and it is mapped to $(2,4)$. So the first row in the permuted dataset is $R_{1}=\{(4,5),(3,1),(2,4)\}$. After permutation, we have to take the first $k$ ID-value pairs of each row. The order of the pairs are based on their new column IDs in an ascending order. So we sort pairs of each row based on their new column IDs in an ascending order and take the first $k$ entries of them. These selected pairs form the sketches of the rows. In addition to the sketches, we have to get the maximum column ID in each sketch which is simply the column ID of the last entry of the sketch shown in the figure with the yellow color. This approach is another implementation of the CRS and can be applied in situations where we are given a sparse vector representation of a matrix.

### 3.5.3 Choosing The Sketch Size: $k$

As mentioned in the previous subsections, the value of the sketch size $k$ is typically set to be the average number of attribute-value pairs with non-zero values among the rows (as suggested in [41]). However, getting the average number of nonzero entries among the rows of the dataset requires a full scan of the dataset, which is computationally inefficient. Instead, one approach is to resort to sampling. We sample rows of the dataset and compute the number of non-zero values on the sampled rows. Based on the central limit theorem ${ }^{1}$, it is known that the sampling distribution of the sample means approaches a normal distribution as the sample size gets larger - no matter what the shape of the population distribution. Therefore, for a reasonable number of samples (typically this fact holds for sample sizes over 30 ), we can set $k$ to be equal to the mean of the sample distribution.

### 3.6 Pairwise similarity computations

We use an inverted index to help with the similarity computation between each pair of sketches obtained from the previous step of the algorithm. The inverted index is built upon

[^0]Original Dataset

$$
\begin{aligned}
& \mathrm{R} 1=\{(1,5),(2,1),(5,4)\} \\
& \mathrm{R} 2=\{(3,3)\} \\
& \mathrm{R} 3=\{(3,2),(5,1)\} \\
& \mathrm{R} 4=\{(1,3),(2,2),(5,4)\} \\
& \mathrm{R} 5=\{(2,3),(5,2)\}
\end{aligned}
$$

$$
R 2=\{(3,3)\} \quad \text { Column Permutation }
$$


Column Permutation
$[1,2,3,4,5]$
$[4,3,1,5,2]$

$$
\begin{aligned}
& \mathrm{R} 1=\{(4,5),(3,1),(2,4)\} \\
& \mathrm{R} 2=\{(1,3)\} \\
& \mathrm{R} 3=\{(1,2),(2,1)\} \\
& \mathrm{R} 4=\{(4,3),(3,2),(2,4)\} \\
& \mathrm{R} 5=\{(3,3),(2,2)\}
\end{aligned}
$$

Sorting
$R 1=\{(2,4),(3,1),(4,5)\}$
$\mathrm{K}=2$
$R 2=\{(1,3)\}$
$R 3=\{(1,2),(2,1)\}$
$R 4=\{(2,4),(3,2),(4,3)\}$
$R 5=\{(2,2),(3,3)\}$

Figure 3.4: Data sketching overview on the sparse vector representation of a matrix. Given a sparse vector representation of a matrix (shown as Original Dataset), the steps to form the sketches are shown. First, columns of the matrix are permuted. In this figure the random permutation of the list of columns $[1,2,3,4,5]$ is $[4,3,1,5,2]$. Then, each row is sorted based on the column IDs of pairs in ascending order. Sketches are the first $k$ pairs of each row. In this example, $k=2$. In addition to sketches, we have to take sketch max ids which are the largest column ID in each row of the sketches.

## Sketches of $\mathbf{D}(\mathbf{k}=\mathbf{2})$



Figure 3.5: In this figure, the inverted index of the sketches of dataset $D$ is presented. For each column ID in the sketches, we have an entry in the index which shows the ID itself and a list of all sketches that have this ID as well as their values.
the sketches of the input data. It uses attributes as keys and maps an attribute to the list of sketches that contain the attribute. Figure 3.5 shows the inverted index built upon the sketches of $D$ in Figure 3.3. For each column ID in the sketches, we have an entry in the index which shows the ID itself and a list of all sketches that have this ID as well as their values. This index is built gradually in our method and sketches are added to it one-by-one as we iterate over them.

For the similarity computations, the similarity measure we work with is the innerproduct. However, this work is not limited to just this measure and any other measures using the inner-product (or dot-product) can be used in the following algorithms with a little modification. For example, the cosine similarity measure, Jaccard, overlap and dice are a few examples of such measures that can make use of the dot product value of the two vectors they operate on. With some little modifications, these measures can also be used in our algorithms. For this kind of measures, using the inverted index makes the process much more efficient as it eliminates all redundant and unnecessary comparisons between instances of the dataset. Based on the inner-product, if two vectors do not share any dimensions, their inner product value would be zero. Besides, different instances usually share a small proportion of dimensions so there is no need to have comparisons between them for all dimensions. The inverted index helps to reach this goal.

The main structure of pairwise similarity computations by using an inverted index is shown in Figure 3.6. This structure is the simplified version of our algorithms and some minor parts are not shown here. Now, we elaborate how the method works. From the
previous step of data sketching, we are provided with sketches of data. We iterate over them just once to index each sketch one-by-one and at the same time compute the similarities between the current sketch in the iteration with the previous ones. That is, the inverted index is not pre-built, but it is built at the same time the similarities between sketches are computed.

At first, the inverted index is empty. In Figure 3.6, we assume that we have iterated over the first three sketches and now we are processing the $4^{\text {th }}$ one. The inverted index in this stage contains all the information for the first three of them. It stores attributes and a list of the sketches that have them with their values. So when we want to compute similarity of sketch 4 to the previous ones which are indexed, we just get its attributes, go to their corresponding list in the index and compute its partial similarity to the ones existing in the list. As an example, for sketch 4, we have $S k[4]=\{(2,4),(3,2)\}$. We get the list corresponding to the column ID 2 in the index which would be $[(S k[1], 4),(S k[3], 1)]$ as well as the list for column ID 3 which is $[(S k[1], 1)]$. We compute partial similarity of the sketch 4 to $S k[1]$ and $S k[3]$ by multiplying attribute values. We store the similar sketches and their scores in a map having keys as the ID of similar sketches and values as the similarity score.

So at the end as we have iterated over all sketches, all similarities are computed. Just we have to mention that after all the similarity scores are computed and stored, when we want to query pairwise similarity of two sketches, we have to check similarity map of both of the sketches. That's because sketches are indexed one-by-one and the ones that are indexed first usually have smaller similarity maps because a few sketches were indexed at the time they had been processing.

As stated earlier, our method has differences to what is pictured in Figure 3.6. As we are working with sketches instead of original data, the score computations are not the same. In the Related Work section, we explained the estimation stage of CRS. Here we bring the information again to show how the process should be done. We work with inner-product as


Figure 3.6: Pairwise similarity computations using an inverted index. Sketches are indexed one-by-one. In this figure, we have iterated over the first three sketches and indexed them. Now, we are iterating over the $4^{t h}$ one. In the bottom left corner of the figure the inverted index at this stage is shown. It contains information of the first three sketches. For each sketch we iterate over, first its similarity to the ones that are already indexed is computed and then we index it. For the $4^{t h}$ sketch we have, $S k[4]=\{(2,4),(3,2)\}$ so for each column ID-value pair it has, we get the corresponding list in the index and compute its partial similarity scores. The final similarity scores of each sketch we iterate over would be a map of the sketch IDs which are similar to the current one and their similarity values.
the similarity measure and show it as $a$. We show its approximation for the sketches as $\hat{a}$.

$$
\begin{equation*}
a=\sum_{i=1}^{d} u_{1, i} u_{2, i} \quad \hat{a}=\frac{d}{d_{s}} \sum_{i=1}^{d_{s}} \tilde{u}_{1, i} \tilde{u}_{2, i} \tag{3.1}
\end{equation*}
$$

As it can be seen, for sketches we do not do the computations for all the dimensions. In these equations, $d$ is the dimensionality of the original data (or number of attributes the original dataset has) and $u_{1}$ and $u_{2}$ are two rows in the original dataset that we want to measure their similarity. $\tilde{u}_{1}$ and $\tilde{u}_{2}$ are the sketches obtained by CRS from the mentioned rows. As we know, a sketch is a set of pairs of column (attribute) IDs and their values. So $d_{s}=\min \left(\max \left(I D\left(\tilde{u}_{1}\right)\right), \max \left(I D\left(\tilde{u}_{2}\right)\right)\right)$ and it shows what is the min of the maximum column IDs in both sketches. The reason that in the sketching step, we compute $S k \_m a x \_i d$ array is for efficient computation of $d s$ values. This $d_{s}$ value is computed for each two pairs of sketches. The main philosophy is that we do the computations for attributes having ID less than $d_{s}$. This would be the same as if we sampled the first $d_{s}$ columns of the matrix for these two rows. Then, we extrapolate the result for all the dimensions by multiplying $\frac{d}{d_{s}}$ to similarity values.

Incorporating this computation with an inverted index is not straightforward. Suppose we have a sketch and we want to compute its similarity to the sketches in the inverted index. For every indexed sketch that has a common attribute ID with the one that we are analyzing, we have to compute a $d_{s}$ value. This computation should be done in an efficient way. We propose Algorithms 2, 3, 4 each show a different approach of addressing this issue.

All our Pairwise Similarities algorithms, start with a given list of sketches, a list of maximum ids for sketches to find $d_{s}$, a similarity threshold and also dimensionality of original data $d$. The goal is to find all pairwise similarities of sketches for which we use a map and show it as $S$ in the following algorithms.

### 3.6.1 Online Pairwise Similarities

The idea of this algorithm is that we compute $d_{s}$ values for each pair on the fly when we encounter the pair. Algorithm 2 shows the steps. We start with an empty pairwise
similarities map shown as $S$. This map is gradually filled. Each key in the map would be a sketch and the value also a map of its similar sketches and their score of similarity. Also, an empty inverted index for all the attributes is initiated at first. As explained before, $d$ is the number of attributes so we have $d$ number of lists in the index. In line 3 we have a for loop for iterating over all the sketches. For each sketch, we start with an empty map $M$ which is used for keeping similar sketches and their score of similarity to the current one. Note that for each sketch, we have a map of similar sketches and for all of them we have a map of their maps. In line 5, we iterate over all elements of the sketch and for each attribute it has, we grab its associated list in the index. For example, for $(a, v)$ we have to grab the $a^{t h}$ list in the index which we show it as $I_{a}$. This list contains all the sketches having that attribute and their values. $\left(y, y_{v}\right)$ shows such a pair. So for each $y$, we have to find the pairwise $d_{s}$ value which we do it by getting the max id of $x$ and $y$ from $S k_{-} M a x_{-} I d$ and then get the minimum. Then we have to check if $a \leq d_{s}$. If so, we are allowed to add $y$ and its score to $M$. As we are working with sketches instead of original data, the score is computed by equations in 3.1. Next, after we compute similarities for this attribute of the sketch, we add it to the inverted index which is shown in line 10. The next step is to filter scores based on $\epsilon$. Algorithm 5 shows filtering similarities which is done via simply getting the scores map and filtering the ones that are above $\epsilon . S_{x}$ shows similar sketches to $x$ which are above $\epsilon$. In line 12 , we add $\left(x, S_{x}\right)$ to the main similarity map $S$. The output of the algorithm is the $S$ similarity map.

### 3.6.2 Offline Pairwise Similarities via Sorting

In this algorithm, we want to avoid all unnecessary checks for $d_{s}$. In the previous method, we were letting all the sketches to be indexed without any restriction on the order of insertion and max id of the sketch. This led the previous algorithm to have many redundant and repetitive computations which could be easily avoided. If we apply a sorting on the sketches such that the sort gives us some information on what $d_{s}$ value would be, we can optimize the process significantly.

We know $d_{s}$ is the minimum of the maximum IDs of the sketches. The main idea of

```
Algorithm 2: Online Pairwise Similarities
    Input: sketches of \(D\) : Sk, sketch max ids: Sk_Max_Id, similarity threshold: \(\epsilon\),
            dimensionality of original data: \(d\)
    Output: pairwise similarities: \(S\)
    \(S \leftarrow \emptyset\)
    \(I_{1}, I_{2}, \ldots, I_{d} \leftarrow \emptyset\left(I_{i}\right.\) is the entry for the \(i\) th attribute in the inverted index. It will
    contain a list of \((x, v)^{\prime}\) s, where \(x\) is a row/sketch id and \(v\) is the value of \(x\) for the
    \(i\) th attribute.)
    for \(x \in S k\) do
        \(M \leftarrow \emptyset\) ( \(M\) holds the similarity values between \(x\) and each of the skethes before
        \(x\) in \(S k)\)
        for \((a, v) \in x\) do
            for \(\left(y, y_{v}\right) \in I_{a}\) do
                \(d_{s}=\min \left(S k_{-} M a x_{-} I d[x], S k_{-} M a x_{-} I d[y]\right)\)
                if \(a \leq d_{s}\) then
                \(M[y] \leftarrow M[y]+\left(d / d_{s}\right) \cdot v \cdot y_{v}\)
            \(I_{a} \leftarrow I_{a} \cup\{(x, v)\}\)
        \(S_{x} \leftarrow\) Filter_Similarities \((M, \epsilon)\) (Remove similarities in \(M\) whose value is less
        than \(\epsilon\) )
        \(S \leftarrow S \cup\left(x, S_{x}\right)\)
    return \(S\)
```

this algorithm is that we sort sketches based on their max ids in such a way that we know whatever sketch which has been indexed, has a smaller max id than any upcoming sketch that is not yet indexed. For this purpose, we should sort sketches based on their max ids in an ASCENDING order. This means that sketches indexed define min so that we know $d_{s}$ would be max id of the indexed sketches. This way we prune many unnecessary further checks on $d_{s}$ which greatly affects the preformance. This is the beauty of applying this sort on the sketches. However, note that we do not sort sketches themselves and we just sort their indices. In line 3, we are producing indices of the sketches that we should iterate over in order via arg_sort. Lines 5 and 6 show how we get the id of sketch we should analyze and the sketch itself. In line 10 , for $d_{s}$ computation we just get the max id of the indexed sketch without any further checks as we know indexed sketches always have a smaller max id than the ones that are not indexed. The rest of the steps of the method are the same as the previous algorithm.

```
Algorithm 3: Offline Pairwise Similarities via Sorting
    Input: sketches of \(D\) : Sk, sketch max ids: Sk_Max_Id, similarity threshold: \(\epsilon\),
            dimensionality of original data: \(d\)
    Output: pairwise similarities: \(S\)
    \(S \leftarrow \emptyset\)
    \(I_{1}, I_{2}, \ldots, I_{d} \leftarrow \emptyset\)
    Sorted_Sk_Indices \(\leftarrow \arg\) _sort(Sk_Max_Id,ascending)
    for \(i \in \operatorname{range}(|S k|)\) do
        \(x_{i d}=\) Sorted_Sk_Indices \([i]\)
        \(x \leftarrow S k\left[x_{i d}\right]\)
        \(M \leftarrow \emptyset\)
        for \((a, v) \in x\) do
            for \(\left(y, y_{v}\right) \in I_{a}\) do
            \(d_{s}=S k_{-} M a x_{-} I d[y]\)
            \(M[y] \leftarrow M[y]+(d / d s) \cdot v \cdot y_{v}\)
            \(I_{a} \leftarrow I_{a} \cup\{(x, v)\}\)
        \(S_{x} \leftarrow\) Filter_Similarities \((M, \epsilon)\)
        \(S \leftarrow S \cup\left(x, S_{x}\right)\)
    return \(S\)
```


### 3.6.3 Offline Pairwise Similarities via Matrix Precomputation

The main idea of this algorithm is that we first compute all the pairwise $d_{s}$ values and whenever we want one of them, we simply get it from $d_{s}$ pairwise matrix. The main structure of this algorithm is the same as the previous ones. In lines $3-6$, we are building the pairwise $d_{s}$ matrix. In line 11 , we just get $d_{s}$ value from the $d_{s}$ matrix and do the rest of the steps as prior methods.

### 3.6.4 Comparison of Pairwise Similarity Algorithms

## Time Complexity

Now, we investigate the time complexity of the algorithms. For the sketching stage, we provided two methods. One starts from a data matrix and the other starts from sparse vector representation of the matrix. For the first one which starts from the matrix the time complexity is as follow: a random permutation mapping of columns of the matrix is generated. It has length $d$ which is dimensionality of data and hence, the complexity would be $O(d)$. Then, on the permuted matrix, for each row we have to iterate columns till we

```
Algorithm 4: Offline Pairwise Similarities via Matrix Precomputations
    Input: sketches of \(D: \mathbf{S k}\), sketch max ids: Sk_Max_Id, similarity threshold: \(\epsilon\),
        dimensionality of original data: \(d\)
    Output: pairwise similarities: \(S\)
    \(S \leftarrow \emptyset\)
    \(I_{1}, I_{2}, \ldots, I_{d} \leftarrow \emptyset\)
    \(n \leftarrow|S k|\)
    for \(i \in \operatorname{range}(n)\) do
        for \(j \in \operatorname{range}(n)\) do
            \(d_{s-p a i r w i s e}[i][j] \leftarrow \min \left(S k_{-} M a x \_I d[i], S k_{-} M a x \_I d[j]\right)\)
    for \(x \in S k\) do
        \(M \leftarrow \emptyset\)
        for \((a, v) \in x\) do
            for \(\left(y, y_{v}\right) \in I_{a}\) do
            \(d_{s}=d_{s-p a i r w i s e}[x][y]\)
            if \(a<d_{s}\) then
                \(M[y] \leftarrow M[y]+(d / d s) \cdot v \cdot y_{v}\)
            \(I_{a} \leftarrow I_{a} \cup\{(x, v)\}\)
        \(S_{x} \leftarrow\) Filter_Similarities \((M, \epsilon)\)
        \(S \leftarrow S \cup\left(x, S_{x}\right)\)
    return \(S\)
```

```
Algorithm 5: Filter Similarities Based on The Threshold
    Input: similarity score map: M, similarity threshold: \(\epsilon\)
    Output: filtered similarities map: \(R\)
    \(R \leftarrow \emptyset\)
    for \((y, \operatorname{sim}) \in M\) do
        if \(\operatorname{sim} \geq \epsilon\) then
            \(R \leftarrow R \cup\{(y, \operatorname{sim})\}\)
    return \(R\)
```

reach the $k^{t h}$ nonzero entry in the row and $k$ is the sketch size. If we assume the average position of the $k^{t h}$ nonzero entry for all rows is $m$, the complexity of such a task would be $O(n m)$ with $m<d$. The second sketching method we elaborated starts from a sparse vector representation of a large and sparse matrix. For this dataset representation also we do a permutation of columns which results in $O(d)$ complexity. Then, on each row of the permuted dataset we do the following steps: first we change column IDs based on the permutation, then we sort the pairs based on the column IDs and at last, we take the first $k$ entries. So the complexity would be $O(n \times(f+f \cdot \log (f)+k))$ where $f$ is the average number of nonzero entries for all the rows of the dataset. Usually $f$ and $k$ are much smaller than $m$ resulting in $O(n \times(f+f \cdot \log (f)+k))<O(n m)$. This means that working with a sparse vector representation is more efficient than working with a huge and sparse data matrix.

Computing similarities using an inverted index has the complexity of $O(n \times k \times l)$. That's because for each sketch, we have to compute its similarity to other ones. Each sketch has the maximum length of $k$ and for each of its entries, we have to grab the associated list in the inverted index. If we assume the average size of lists in the inverted index is $l$, time complexity would follow as mentioned. This is much less than $O\left(n^{2} d\right)$ which is the time complexity of naively computing pairwise similarities.

For $d_{s}$ computations, we have an online method which computes $d_{s}$ values on the fly. This method has some redundant computations in the inner-most loop of the algorithm making $O(n \times k \times l)$ being multiplied by a constant factor like $c$. Because $n \times k \times l$ is very large, as much as we decrease the number of computations in the inner-most loop to decrease the value of $c$, the runtimes improve significantly. The other two methods we proposed have a preprocessing step to decrease $c$. One uses sorting which has the time complexity of $O(n \log (n))$ and the other one, computes all the pairwise $d_{s}$ values which results in complexity of $O\left(n^{2}\right)$. However, with the decrease these two methods provide on $c$ as well as proper implementation on their preprocessing steps, we will show in the next chapter that the ones having the preprocessing step are faster than the first one which computes $d_{s}$ values online.

Furthermore, the additional space needed for $d_{s}$ values is different in the proposed algo-
rithms. The online method has the $O(1)$ space complexity to process $d_{s}$ values. The sorting method uses linear space i.e. $O(n)$ and the pairwise matrix precomputation method has the $O\left(n^{2}\right)$ space complexity for analyzing $d_{s}$ values. So in conclusion, based on the restrictions on the space and the speed needed, one can choose to work with any of these algorithms.

### 3.7 Similarity Graph Construction

This is the last step of the process. So far, we have computed all pairwise similarities and based on them, we build the similarity graph. The graph is built such that entities of the dataset are nodes and each edge shows the similarity value of two entities of the dataset. Since we only keep the edges whose similarity values are greater than $\epsilon$, the graph is an $\epsilon$ similarity graph, This similarity graph can be used in many different applications and graph analysis tasks that use similarities between entities. In the Evaluation section, we show some of these applications.

## Chapter 4

## Evaluation

In this chapter, we provide evaluations on the proposed methods and their competitors.
These evaluations are designed to answer the following questions:

- Q1. Speed: How do the proposed approximation methods help the speedup of pairwise similarity computations and thus graph construction?
- Q2. Accuracy: What is the effect on the accuracy of similarities? How much error is produced? Is it negligible so that we can safely use approximations?
- Q3. Effectiveness: How do the approximations on similarities propagate on different downstream graph analysis tasks? How accurate are the results of graph applications?


### 4.1 Experimental Settings

### 4.1.1 Machines

Machine used in these experiments is an Intel Xeon E5-2620v3 2.4 GHz having 6 Cores and 64 GB memory.

Table 4.1: Dataset Descriptions

| Name | Distribution | Density | Size |
| :--- | :--- | :--- | :--- |
| Normal2 | $\operatorname{Normal}(\mu=200, \sigma=50)$ | $2 \%$ |  |
| Normal4 | $\operatorname{Normal}(\mu=400, \sigma=100)$ | $4 \%$ | $10 \mathrm{k} \times 10 \mathrm{k}$ |
| Normal6 | $\operatorname{Normal}(\mu=600, \sigma=100)$ | $6 \%$ |  |
| Normal8 | $\operatorname{Normal}(\mu=800, \sigma=100)$ | $8 \%$ |  |
| Binomial2 | $\operatorname{Binomial}(\mathrm{n}=10 \mathrm{k}, p=0.02)$ | $2 \%$ |  |
| Binomial4 | $\operatorname{Binomial}(\mathrm{n}=10 \mathrm{k}, p=0.04)$ | $4 \%$ | $10 \mathrm{k} \times 10 \mathrm{k}$ |
| Binomial6 | $\operatorname{Binomial}(\mathrm{n}=10 \mathrm{k}, p=0.06)$ | $6 \%$ |  |
| Binomial8 | $\operatorname{Binomial}(\mathrm{n}=10 \mathrm{k}, p=0.08)$ | $8 \%$ |  |

### 4.1.2 Datasets

We provide results for a number of different datasets. The parameters that change in datasets are the distribution and density. We use two different distributions to analyze behaviour of sketching and graph analysis tasks: Normal and Binomial. These two distributions are among the most common patterns of behaviour in different interaction settings, from network connections to rating datasets, etc. Another parameter is the density which shows the average number of nonzero entries in rows of the dataset. We change density to measure accuracy and runtimes and see if the results are dependent on it.

A summary of dataset descriptions is shown in Table 4.1. In the table, size is defined as number of rows $\times$ number of columns. As an example, for synthesizing Normal2 dataset, for each row we sample from the Normal distribution having mean at 200 and standard deviation at 50 and it gives us the number of nonzero entries (density) of each row. This dataset has 10 k number of rows and 10k number of columns. Also, each row in Binomial2 dataset is generated by a Binomial distribution having $n=10 k$ (number of columns) and $p=0.02$ based on the density which is $2 \%$.

### 4.1.3 Methods

We give summary names to each of our methods and use them in the figures to compare results. Online Pairwise Similarities is named sk_online. Offline Pairwise Similarities via Sorting has the name sk_offline_sorted and the last one which is Offline Pairwise Similarities via Matrix Precomputations is called sk_offline_matrix. The methods with which we compare
our methods are original, nrp and sk_naive. Original is the conventional vectorized method of computing similarities; for each two rows of the dataset, a vectorized similarity operation is performed. $N r p$ is Normal Random Projection in which we multiply the data matrix $A \in \mathbb{R}^{n \times D}$ with a random matrix $R \in \mathbb{R}^{D \times k}$ to generate a compact representation $B=$ $A R \in \mathbb{R}^{n \times k}$. The random matrix $R$ consists of i.i.d. entries in $N(0,1)$, hence, it is called normal random projection [14]. Therefore, dataset is first projected to lower dimensions and pairwise similarities are computed between projected rows. The sk_naive algorithm uses sketches of data for similarity computations. This method is called naive becuase opposed to the methods we proposed, this method does not use any indexing techniques and it naively computes similarities for each pair of sketches by comparing all their key, value pairs.

### 4.2 Q1. Speed

Figure 4.1 shows runtimes for the mentioned methods. The datasets with the same distribution have shown to have the same trends for the runtime and accuracy so here we just represent results for normal4 and binomial4 as representatives for each distribution. Figure 4.1a represents results for normal4 dataset while 4.1 b is used for binomial4 dataset. In these figures the x -axis shows the sample sizes reported in percentage and y -axis the runtimes in seconds.

The experiment shown in Figure 4.1 tries to measure how runtime is affected by the size of sketch/sample. Sample size provided in the x-axis shows the sketch size for methods using sketching as well as the sample size for NRP. We want to measure for a fixed distribution and density, how the runtimes change when we increase the size of the sample.

As it can be seen, original has the same runtime for all the sample sizes because it does not use any sampling on the data and simply works with all the attributes. So we just run it once and for all the sample sizes its runtime is the same. For all other methods, the runtime increases when we increase the sample size because there is more information to process. The original method is the slowest one with a huge difference. The reason why the
original method does not perform very well is that it uses all the attributes of the dataset to compute similarities. In sketching techniques, we don't use all the attributes. Instead, we use a proportion of them that contains information (we just work with a part of nonzero entries in each row).

Sk_naive has larger runtime values than other sketching methods due to not using indexing techniques and naively computing pairwise similarities. As it can be observed, on both datasets when we reach $5 \%$ sample size, the original method and sk_naive have roughly the same runtime values. We should mention that the original and nrp methods use vectorized operations which are optimized in hardware levels. On the other hand, sketches are sets of key-value pairs and operations on them are not optimized in the hardware level and this makes it an unfair comparison. So they have an unfair advantage over the sketching methods. If we want to be fair and compare methods with the same way of implementation i.e. not using harware optimized or library codes, etc. the runtime of the original method would be 168000 seconds which is roughly $27 \times$ slower than sk_naive ${ }^{1}$. However, we show the results for library optimized codes for the original method as these codes are publicly available and people usually use these optimized codes. Despite all of these, you can see in the figures that our proposed methods are performing much better than those hardware optimized methods and this is the beauty of this work! Our proposed methods are up to $\mathbf{6 2} \times$ faster than the original method.

In sketching methods, when we reach a sample size that includes almost all the nonzero entries, we don't see a significant runtime change by increasing the sample size. For example, in the Normal datasets when the sample size passes $\mu+2 \sigma$, we are carrying almost all the nonzero entries so after that point as we increase the sample size the runtime does not change considerably.

Now, let's analyze our 3 proposed methods. All our methods are among the fastest algorithms as it is shown in the figure. Both of our sketching methods with offline strategies (preprocessing) are faster than the online method with a small gap. In sk_offline_matrix

[^1]we preprocess data and compute all pairwise $d_{s}$ values before the similarity computations begin. Then, during the algorithm whenever a $d_{s}$ value is needed, we get the value from the pre-computed matrix. Sk_offline_sorted has a different preprocessing strategy in a way that we sort sketches based on their max ids so that whenever we need a $d_{s}$ value for a pair, we already know what it is and there won't be any computations. On the other hand, the sk_online method does not have any preprocessing and computes $d_{s}$ values whenever we encounter a pair. This leads to redundant computations because we may encounter a pair several times and for each time we have to compute $d_{s}$.

In time complexity section, we explained how reducing number of operations in the inner-most loop of our algorithms affects performance and runtimes. We elaborated that the sk_offline_matrix and sk_offline_sorted reduce number of these operations which has a great impact on their performance. Another important factor affecting performance of these methods is their proper implementation in Python programming language. In this language, using list comprehensions is much more efficient than using the conventional nested for loops. List comprehensions are represented as: [expression for element in iterable if condition] and they are another syntax for the for loops. However, their execution is much more efficient than a normal loop. As it is shown, the expression is inside the list. This means that for each element in the list, we do not need to load the append attribute of the list and call it as a function at each iteration. This makes this implementation very fast. By using these optimized implementations as well as the reduce in the number of operations in the inner-most loop of the algorithms, as it can be seen in the Figure 4.1, these two offline methods are faster than sk_online. However, sk_online has the advantage of not using any extra memory and in cases where there is a limitation on memory, we can use this method.

Among all the methods compared, NRP is the fastest, followed by our proposed methods with a very small difference. However, in the next sections, we show that there is a huge difference between NRP and our proposed methods in accuracy.


Figure 4.1: Runtime results for Normal4 and Binomial4 datasets. X-axis shows the size of samples in percentage and $y$-axis shows the runtimes. As it can be seen, runtime trends for both datasets are the same.


Figure 4.2: Runtime results for Normal and Binomial distributions with different density percentages. Sample size is fixed for $5 \%$.

### 4.2.1 Effect of density on runtimes

Now, we analyze what effect density has on runtimes. We want to investigate for fixed distributions and a sample/sketch size, how the runtimes change for different densities. This experiment is done to see how sketching methods are affected if the average number of nonzero entries in the rows changes.

Figure 4.2 shows this analysis. In this figure, we provide runtime results for Normal and Binomial distributions with different density percentages. Sample size is fixed for $5 \%$. As much as we increase density, runtimes for sketching methods increase. For sketching techniques if a row has density (number of nonzero entries) less than size of sample, length of its sketch would be number of its nonzero entries ( $\leq$ sample size). So although sample size is equal for all these datasets, by increasing density runtimes increase. However, original does not show a trend of change because its runtime just depends on the number of attributes which is always 10k. NRP also does not show changes in runtimes because for all densities it has the same length for the projected rows and it is the sample size.

### 4.3 Q2. Accuracy

Now, we analyze the accuracy of the mentioned methods on the results of pairwise similarities. The original method gives the exact results. So for all other methods we show the relative errors w.r.t. the result of the original method. In Figure 4.3, result of this experiment is illustrated. As all the sketching methods have the same approximation, we just provide results for one of them (because sk_offline_matrix is the fastest, we use this method). Furthermore, we show the accuracy of NRP as the competitor of our methods and compare the results.

For each two instances of the dataset we have a similarity value, meaning that we have $\frac{n(n-1)}{2}$ number of similarities, where $n$ is the number of rows or instances of the dataset. For measuring the accuracy for each of them, we use the formula: $e_{i j}=\frac{\left|s_{i j}^{\text {sample }}-s_{i j}^{\text {original }}\right|}{s_{i j}^{\text {original }}}$ where $e_{i j}$ shows relative error for the pair of instances $i$ and $j . s_{i j}$ is the similarity of those instances and it can be computed from the sampling/sketching techniques or the original method. This formula shows the difference of the similarity values between the original and sample/sketch divided by the original similarity value. We report mean and median of such errors for all pairs of similairites.

We show results for representatives of each of distributions as trends are similar within each distribution. For both Normal4 and Binomial4 datasets, trends are very similar. As we increase the size of sample, the error decreases. For sketching, by increasing the sample size because we can maintain more information (nonzero entries) for each instance, the errors becomes lower and lower and they reach to zero. Zero error occurs when we roughly have all the nonzero entries of the rows. For NRP, we always have errors in the projected dimensions and error never reaches zero. In summary, the error of sketching is considerably lower than the error of NRP for all sample sizes and sketching is a more reliable sampling technique.

### 4.3.1 Effect of density on accuracy

Another evaluation we provide is the effect of density on the accuracy. In Figure 4.4, effect of density on the relative errors is represented. We want to see for fixed distributions and


Figure 4.3: Relative errors for Normal4 and Binomial4 datasets. X-axis shows the size of samples in percentage and y-axis shows the relative errors. Trends for both datasets are the same and sketching is significantly more accurate than NRP.
a fixed sample/sketch size, how the errors are affected if we increase density of the dataset. Sample size is fixed on $5 \%$. We can see that the error of sketching slightly increases when density is increased. This is due to the fact that the sample size is fixed and when we increase density, there will be more rows with high density for which we are discarding some of the nonzero entries. So the error grows. Although the error increases for sketching, it is still much more accurate than NRP. NRP shows more accuracy for larger density values. This shows that NRP works better on dense datasets.


Figure 4.4: Relative errors for Normal and Binomial distributions w.r.t different densities for a fixed sample size (5\%)

### 4.4 Q3. Effectiveness

So far we evaluated sampling/sketching techniques and measured how fast and accurate they compute similarities. In this section, we go one step further and evaluate how the errors of sampling approximations propagate in different graph tasks. We build similarity graphs based on the similarities. This step is the same for all the methods so the runtimes would be the same and we don't provide their comparisons. However, accuracy is not the same and we provide its results here.

There are 3 different graph tasks that we consider; however, applications of similarity graphs are not limited just to the following tasks:

1. K-nearest neighbours
2. Node centrality values
3. Node rankings

These applications show some of the main features of the graphs. K-nearest neighbours show the k neighbours that have the highest similarity to each node. This is a representative of Nearest Neighbour Search (NNS) or k-Nearest Neighbour Search (k-NNS) problems in which using similarity graphs is one of the main approaches to solve the problem. Node centralities show the importance of nodes in the graph. They are widely used in social network analysis for example to find the most influential person in the network, super-spreaders of a disease, etc. Furthermore, node ranking indicates ranking of the nodes based on their importance in the network. We measure the impact of similarity approximations on each of these tasks.

### 4.4.1 k-nearest neighbours

In Figure 4.5, results for k-nearest neighbours are shown. We have ground truth values from original data and for NRP and sketching we check how many of the k real nearest neighbours of each node we are returning. In other words, we measure knn recall. For each node we have this value and for all the nodes of the graph, we simply get an average. As it can be seen in the figures, NRP has a very low recall. Sketching shows much higher recall
than NRP. For sketching, as we increase sample size the recall increases. Note that density for these two datasets are $4 \%$ and when sample size passes the density, the recall reaches its maximum. In conclusion, for knn application using sketching is the best as its accuracy is much higher than NRP.


Figure 4.5: Knn recall w.r.t sample size for $k=500$. The recall for sketching is much higher than NRP for both distributions.

## Effect of $k$ in knn recall

In this experiment, we try to see how the recall changes if we change the $k$ value. Both graphs of Normal4 and Binomial4 datasets have 10k number of nodes (the same as number of rows of the dataset). We change $k$ and analyze the knn recall for each method. Sample percentage is fixed on $5 \%$. Results are shown in Firgure 4.6. This figure shows that as we increase $k$, recall for NRP increases as it gets more chance to give some of the $k$ nearest neighbours of each node. Despite of the increase NRP shows, its recall value is still very low. For sketching, recall is always around 1 which means independent of number of neighbours $(k)$, accuracy for this method is high.

### 4.4.2 Node centralities

Node centralities show importance of the nodes in the graph. There are several centrality measures and the difference they have is how they define importance of the nodes. Degree, closeness, betweenness and the eigenvector centralities are a few examples of different kinds


Figure 4.6: Knn recall w.r.t $k$ for a fixed sample size (5\%). The recall for sketching is much higher than NRP for both distributions.
of centrality measures. Here we work with eigenvector centrality. This measure assigns relative scores to the nodes of the graph with this philosophy that being connected to highscoring nodes affects the node's centrality more compared to being connected to the nodes with low scores.

If we have a graph $G(V, E)$, for node $v \in V$ the relative centrality score $x_{v}$ can be defined as:

$$
\begin{equation*}
x_{v}=\frac{1}{\lambda} \sum_{t \in M(v)} x_{t} \tag{4.1}
\end{equation*}
$$

where $M(v)$ is the set of neighbours of node $v$ and $\lambda$ is a constant. If we denote the adjacency matrix of the graph $G$ by $\mathbf{A}$, this formula can be represented as $\mathbf{A x}=\lambda \mathbf{x}$ with some small rearrangements.

Here we analyze the average centrality errors. Results are shown in Figure 4.7. In the original graph, each node has a centrality value and in the approximated graphs we have approximations of them. For each node we measure the error as $e_{i}=\frac{\left|c_{i}^{\text {sample }}-c_{i}^{\text {original }}\right|}{c_{i}^{\text {original }}}$ where $e_{i}$ shows error for node $i, c_{i}$ is centrality of the node i which can be either in the sample or the original graph. The difference of centralities divided by the original value would be the relative centrality error for each node. For all the nodes of the graph, we average this
error. We report this error for the top $10 \%$ most central nodes because there can be many nodes in the graph having very small centrality values (roughly zero) in which the error is not meaningful.

As it is shown in Figure 4.7, the error for sketching is much lower than NRP. Similar to the results of similarity values, as we increase the sample size, the error decreases because more information for each row is carried in the sample. Besides, when sample size passes density of the datasets (4\%), the errors for sketching reach to zero. So sketching technique can be a trusted method when we want to build similarity graphs and have centrality analysis on them.


Figure 4.7: Average centrality errors for normal4 and binomial4 datasets for top $10 \%$ most central nodes.

## Analysis on node centrality errors for different top percentages

In Figure 4.8 we analyze how the centrality errors change for different top percentages of nodes. For sketching, error decreases when we increase top percentage because there will be more nodes having centrality value the same as original. For NRP it is the opposite and the error increases. As it can be seen, for Binomial4 dataset all the errors of sketching are roughly zero which shows how reliable this method is for the analysis on centralities.


Figure 4.8: Average centrality errors for normal4 and binomial4 datasets for different top percentages of most central nodes. Sample size is fixed on $5 \%$

### 4.4.3 Node ranking correlations

Based on the centrality of the nodes in the graph, we obtain a ranking for them. We have this node ranking for the original and approximated graphs. We want to measure how well the rankings of the approximated graphs are compared to the original. For this purpose, we use Spearman's ranking correlation coefficient $(\rho)$. This measure evaluates how well the relationship between two variables can be described using a monotonic function. The higher and closer to 1 the ranking correlation is, the better ranking of nodes in original and approximated graphs align.

In Figure 4.9 ranking correlations of sketching and NRP compared to original are reported. We present results for the top $10 \%$ most central nodes of the graph and in the next figure we analyze how changing the percentage of top most central nodes has an effect on the ranking correlations. NRP works poorly on this metric, opposed to sketching which gives rankings very close to the original. For this metric as well, when sample size passes density which is $4 \%$, ranking correlations reach to (roughly) 1 for the sketching method. Therefore, for this kind of analysis sketching works much more promising than NRP.


Figure 4.9: Centrality ranking correlation coefficients for normal4 and binomial4 datasets for top $10 \%$ most central nodes.

## Analysis on node ranking correlations for different top percentages

Now, we analyze ranking correlations for different top percentages of most central nodes in the graph. As shown in Figure 4.10, sketching is not affected considerably by the percnetage of the top nodes. This means that it gives constantly promising ranking of nodes based on their centralities. However, for NRP when percentage is increased significantly (from $20 \%$ to $100 \%$ ), ranking correlation becomes higher as there will be more nodes and the chance that they have similar ranking in both graphs increases. In summary, sketching constantly gives very similar ranking of nodes to the original graph while NRP does not perform very well on this metric.


Figure 4.10: Centrality ranking correlations for normal4 and binomial4 datasets for different top percentages of most central nodes. Sample size is fixed on $5 \%$

## Chapter 5

## Conclusion \& Future Work

### 5.1 Conclusion

In this work, our goal was to propose an efficient and effective way of construction of similarity graphs. Given a data matrix or its sparse vector representation, similarity graph formulation is an expensive operation because similarities between all pairs of dataset entities need to be computed. Furthermore, dimensionality of data has an impact on speed of the process. Thus, the cost of the naive operation would be $O\left(n^{2} d\right)$ where $n$ is the number of instances and $d$ is the dimensionality of data. We proposed different methods that improve these computations vastly. By using data sketching techniques we reduce the dimensionality of data and the use of an indexing technique helps to eliminate all unnecessary pairwise computations for the instances that do not share a dimension together.

We proposed three different algorithms for speeding up the pairwise similarity comparison. All the algorithms use an inverted index structure, but have different ways to compute the information needed for calculating a pairwise similarity, each of which is suitable in a specific situation. One of our proposed methods uses an online approach for computing different information needed. In practice, this method is slower than the other two methods we propose; however, no extra memory is needed to store intermediate information produced during the algorithm. The other two methods we proposed have an offline approach
and precompute the information that can be precomputed. These two use $O(n)$ or $O\left(n^{2}\right)$ space for storing the intermediate data information but are faster than the previous one. Therefore, there is a tradeoff for space and speed and one can choose any of them based on their constraints in space or the speed needed.

We compared our methods with the conventional way of similarity calculations as well as the commonly used sampling technique of random projection. We showed to be up to $\mathbf{6 2} \times$ faster than the original conventional method with a little sacrifice on the accuracy. Also, compared to random projection, we showed that although runtimes have the same range, our results are more accurate with a huge gap.

Beside similarity computations, we formed approximated graphs and analyzed different graph applications on them. We investigated node importance, node rankings and k-nearest neighbours. It's showed that our methods compared to the competitor are considerably more accurate for all the mentioned graph analysis tasks. In all our experiments, we change different parameters and analyze sensitivity of the methods to that parameter. Our methods have shown much less sensitivity than the competitor which makes them more reliable.

To sum up, our methods improve construction of similarity graphs in terms of speed significantly and with a negligible sacrifice on the accuracy. We evaluated them on different graph applications and based on the results, we showed that they are reliable and can be used safely for such analysis. As a result, our work helps improving many different applications like maximum inner product search, node importance, community detection, nearest neighbour search and more.

### 5.2 Future Work

There are different ideas on how we can extend this work. One idea is that we expand usability of our algorithm by taking a more general input data structure than the matrix. Tensors are multi-dimensional arrays. A matrix is a two-way tensor. The idea is that instead of working with a data matrix, we work with a tensor having multiple attribute dimensions instead of just one. So based on our examples, we had a matrix having entity set $R$ as rows
and the attribute set $A$ as columns. If we work with tensors, we can have multiple attribute sets along $A$. This helps to generalize this method to many other data representations and adding many other applications to the scope of usability of these algorithms. Another idea we have is to design the distributed version of our algorithms to increase scalability. Using Spark or Hadoop frameworks, we can make the algorithms distributed and capable of working with very large scale datasets. Furthermore, because our baseline sketching method provides theoretical guarantees on the quality of the results, we suggest investigating theoretical bounds for some of the main applications of the similarity graphs.
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