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## Abstract

Large-scale analytics of multiple overlapping axis-aligned objects is a challenging computational geometry problem that can inform several applications and services, in diverse domains. The primary focus of this research is, given many axis-aligned objects, to devise efficient and effective data visualization methods that inform whether, where and how much they overlap. Currently, such visualizations rely on inefficient implementations to determine the size of the overlap of objects. We address this problem by exploiting state-of-the-art computational geometry methods based on the sweep line paradigm. These methods are fast and can determine the exact size of the overlap of multiple axis-aligned objects, therefore can effectively inform the visualization method. Towards that end, we propose OL-HEATMAP, a novel density-based visualization technique that can be used to represent complex information about overlapping objects. Our experimental evaluation demonstrates the effectiveness of the proposed method in several synthetic and real-world data sets.
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## Chapter 1

## Introduction

### 1.1 Density-based Data Visualization Methods

There are various data analysis problems, where the data points are distributed across some space, and we are interested in retrieving information related to the underlying properties of that distribution. They provide powerful abstract representations of large data sets that can help one to quickly perceive areas of interest due to a large concentration of data points (or their absence). One of the most common ways to get some insight about this kind of problem is to visualize it using a density-based visualization technique [27].

### 1.1.1 Heat-maps

Amongst a plethora of visualization techniques for density, such as scatter plots, 2-D density plots or treemaps, we focus on one of the most commonly used density-based visualization methods, the heat-map. A heat-map is a graphical representation of data where data values are represented as colors. These colors depict the characteristics of the data based on problem-specific requirements. Typically, darker colours depict regions with higher amounts or concentrations of data values present, while the opposite is true for lighter colors. Sequential colors are used to represent data values in this case. These scales point to which values are larger / smaller and the distance between two values [45]. Variants of heat-maps


Figure 1.1: Illustrative example of a few overlapping rectangles. We propose effective methods (fast and exact) for a density-based visualization of the multiple overlaps.


Figure 1.2: Input data and rectangle density visualizations.
have been used to show the density or distribution of data on a given region of interest. Heat-maps is a versatile visualization technique as it can suit to different types of data-sets, such as 1D [17] and 3D [26] as well. Essentially, this technique provides a general view of numerical data, and it can be customized to support statistical and categorical data variants. It can also be employed to show the results of clustering algorithms. As the rendered graphic is easy to understand, it is typically used to check the expected results versus the actual results of an algorithm.

### 1.1.2 Bounding Boxes

A common tool employed in the construction of a heat-map visualization is related to bounding volumes, and specifically bounding boxes. A bounding volume is a visual abstraction that is used to approximate complex objects and simplify the visualization process. Such visual abstractions introduce some flexibility to the problem, allowing for faster computation while avoiding significant losses in the information visualized. For different objects in real life, different bounding volumes such as rectangles, cuboids, spheres, and hyper-planes can be used. Furthermore, when the shapes used are rectangles or cuboids, they can be axis-aligned, meaning that their sides are parallel to the respective coordinate axis. In this work, we focus on 2-dimensional axis-aligned bounding boxes (or rectangles). Previously, such bounding boxes have been used to approximate geographical objects [25], for the construction of spatial data structures [31], but also in VLSI design [14], to name a few.

### 1.1.3 Naive Approach and Limitations

We are interested in creating density-based visualizations that offer insights about the interactions (relationships) of these bounding boxes on a Cartesian plane. To that end, we need to identify and report the density value (i.e., the number of rectangles that overlap) of every point on the Cartesian plane. In addition, for each of these overlaps we want to determine the size of the overlap and its location in the Cartesian plane. There are a handful of approaches to address this problem, with one of the most common being grid-based [15]. According
to grid-based methods, first a uniform grid is defined that would separate the observation space into equal size grid cells. Then, the method determines the overlap of each grid cell to the input rectangles using well-established orthogonal range query methods [30], such as $r$-trees [18]. However, grid-based methods inherit several limitations. Constructing a spatial grid-based data structure and performing range queries for each grid cell is computationally expensive. Furthermore, the accuracy of the visualization results would greatly depend on the size of the grid (grid granularity). This presents an interesting trade-off where a small grid will be computationally more efficient but less accurate, and a large grid will provide more accurate representation of the overlaps, but at the expense of running cost. An illustrative example of this trade-off is shown in Fig. 1.2. We further elaborate on this trade-off in the methodology and experimental evaluation sections.

A more desirable outcome would be to be able to identify the exact location, density and size of any overlap among the available rectangles in the data-set directly. The simplest, brute-force approach to accomplish this is to compare every rectangle with every other rectangle, pair-wise first, then proceed to compare the overlap of every pair with every other object to find triple overlaps, and so on. As is apparent, the computational cost of such a method is prohibitively high. Instead, an approach that is commonly used to answer such geometric object overlap problems efficiently is the algorithmic paradigm known as the sweep-line or plane sweep algorithm [36]. Algorithms belonging to this category utilize a conceptual line that sweeps across the plane, quickly and efficiently identifying intersections between objects in the process.

### 1.2 Research Questions and Contributions

our research aims to answer the following research question.

1. What methods can be reconfigured to obtain an accurate representation of overlapping bounding boxes which are axis-aligned?
2. How to evaluate the efficiency of the methods for detecting multiple overlaps?
3. What would be the real-world use cases of our proposed approach?

In this work, we answer these question by employing a recently proposed variation of the sweep-line algorithm that is able to determine the exact location, size and number of multiple overlaps of $n$-dimensional geometric objects [32]. That method is using a sweep-line to construct an auxiliary data structure known as a region intersection graph and has the potential to significantly reduce the computation required for the effective visualization of the density of overlapping rectangles.

Specifically, the main contributions of our work are as follows:

1. We present OL-HeatMap (ㅇverLap HeatMap), a fast and exact density-based visualization method for effective representation of the overlaps of multiple axis-aligned rectangles, based on the sweep-line paradigm.
2. We introduce an evaluation metric that can be used to determine the accuracy of grid-based heat-map visualizations. We perform a thorough experimental evaluation that provides evidence that OL-HEatMap is both faster and more accurate than competitive grid-based methods.
3. We implement OL-HeatMap for 1-Dimensional and 2-Dimensional data-sets, thus proving the versatility of our method and we demonstrate the scalability of OLHeatMap and find intersections in high number of overlapping objects.
4. We build an interactive visualization dashboard that demonstrates the effectiveness of OL-HeatMap in practice. We visualize real world data-sets using OL-HeatMap and show the impact of our methodology in several use cases.
5. We make source code and data publicly available to encourage reproducibility of method and results.

### 1.3 Thesis Organization

The thesis have been organized in the following way. Chapter 2 discusses the previous research done on density-based visualizations and computing overlaps. We then proceed to provide an introduction to formalize the problem of interest in Chapter 3. Our proposed methodology as well as the traditional methods are discussed in Chapter 4. Chapter 5 presents a thorough experimental evaluation of the methods and algorithms. Chapter 6 presents an overview of our demo dashboard system, along with real world use cases of our proposed methodology. We conclude in Chapter 7 with future directions of our research.

## Chapter 2

## Related Work

The work in this thesis is related to density-based visualization methods and methods for computing rectangle overlaps. A number of key ideas on finding density and methods to visualize them have been discussed in this section. The methods for detecting overlaps have been discussed in this section as well. These areas have already been mentioned throughout this paper, and here we present a more comprehensive view of existing work on these topics.

### 2.1 Density-based Visualization Methods

A density-based visualization is adequate for noticing changes in the data, visualizing clusters and pointing out outliers [44]. Due to their utility, several methods have been proposed over the years for density-based representations. Visualization techniques such as 2D Scatterplots, Histograms, Time Series plots can be considered as techniques which provide an individual marker for each data point. However, with the highly dense data-sets, these methods become obsolete as they are unable to provide any meaningful information from the visualized graphic [37]. As standard scatterplots started to become obsolete due to big data and overplotting issues [5], de-cluttering methods started being proposed, including adding opacity [24], colour, smoothing [44] and/or binning the data. In many cases of density visualization, it can be noted how a combination of these aforementioned methods is being used. The
need for the aggregated markers, where a small area would contain aggregated information, would provide more screen real estate to be visualized. Density plots, Treemap are examples of visualization of aggregated data.

### 2.1.1 Kernel Density Estimation and Histograms

The classical method of density visualization is to use Kernel Density Estimation [38] and histogram; these are used to find the distribution of a random variable. The Gaussian kernel can be expressed using the following equation -

$$
K D E(x)=\frac{1}{n} \sum_{i=1}^{n} w_{i} f_{\sigma}\left(\operatorname{dist}\left(x, x_{i}\right)\right) \quad f_{\sigma}(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{x^{2}}{2 \sigma^{2}}}
$$

This is used to generate a continuous function from a discrete point set. Perrot et al. describes the equation as "a point of weight $w$ spreads a weight $w f \sigma(d)$ for any location at distance $d$. The bigger $\sigma$ is, the further a point will spread its weight.[34]" KDE, along with different variants such as AKDE(Approximate KDE) [34] and SKDE(Super KDE) is used to calculate levels of abstraction from the data-set. The problem with KDE is, the computation needs to be repeated for every pixel to visualize. So if there are $n$ number of data points with $p$ number of pixels, the complexity would be $O\left(n^{*} p\right)$. The complexity creates a scalability issue as we are stepping into the age of big data.

Kernel Density Estimation (KDE), along with its variants, such as Approximate KDE (AKDE) [34] and Super KDE (SKDE) are used to calculate levels of abstraction from the data-set. The problem with KDE is that the computation needs to be repeated for every pixel visualized. Therefore, if there are $n$ number of data points with $p$ number of pixels, the complexity would be $O(n \cdot p)$, which means it cannot scale well with very large data. Methods such as Curve Density Estimates [20] have also been proposed that use a KDE-based operation for rendering smoothed data. Histograms can perform similar operations at a lower computational cost but introduce higher opportunity costs. For instance, using a histogram to calculate a density distribution means the outcome will be less smooth. Histograms are also limited in high dimension and there are constraints on sub-bandwidth [21]. As large
data-sets cannot be loaded into the main memory to perform relevant exploratory operations, some pre-processing methods have been proposed to facilitate density-based visualizations.

### 2.1.2 Sampling

Sampling reduces the data size as it removes data points. This method is applicable when there is less variance in the data-set as it can remove interesting data points as well. Chen et al. [7] discusses the advantages and disadvantages of using an adaptive hierarchical multiclass sampling technique to visualize multi-class scatter-plots while the features of the dataset are preserved.

Data classification as a part of preprocessing is one of the methods which is also used to optimize scatterplots [29]. As scatterplots fail due to complexity when data points increase, based on analysis tasks, there are various design approach which can be undertaken for a successful visualization. Stochastic or stratified sub-sampling are methods used in different use cases [7] [4]. Methods related to sampling essentially reduces the dataset before it can be mapped to a visual representation method.

### 2.1.3 Simplifying Visual Representation

There are strategies which address overplotting by simplifying the visual representation itself. Consider the space for creating the graph to be a real estate, the issue has been addressed by a combination of visualization techniques. Starting with Bubble Sets [9], where it is done by adding visualization layers on top of the existing representations. The visualization technique used there is Contour Plots. Landscape maps [41] has also been used to achieve the same goal. In this case, the key idea is to use height to describe the density of that data point. Splatterplots [28] addresses the overdrawing of data points by using data abstraction to bound the density of data and adding a zoom functionality to achieve accurate information retrieval.

### 2.1.4 Clustering

Clustering provides the opportunity to merge data points which eventually reduces data points. For density-based visualizations, clustering is repeated to create a hierarchical data structure, such as a cluster tree $[1,10]$. An antichain can be selected which serves as an abstraction. This abstraction can be used to make the visualization interactive as well.

A combined approach of sampling data points from clusters provide the best of both strategies. In the case of subsampling [16], the goal is to create an uniform grid-based representation of the original data-set. Uniform grids have a distinct advantage in having a smaller size when it comes to creating the grids itself. These strategies are important as they are space-optimized and provide flexibility for fast and local data exploration.

### 2.1.5 Binned Aggregation

Binned Aggregation is also used as a data reduction technique instead of sampling as the latter tends to remove data points completely. The cost of KDE can be avoided by using binned aggregation. Liu et al. proposed ImMens [23] which groups data points into predefined "bins". These "bins" are not dependent on other "bins" which ensures that parallel computing can be used too. Li et al. [21] used KDE to binned data points for creating a multilevel heat-map. A combination of a binned aggregation approach with KDE-based methodologies has been used to visualize dense time series data [44] [20].

### 2.1.6 Big Data Processing Frameworks

Big data architectures are used to scale up to larger data-sets. For large spatio-temporal data-sets, a specialized system [12] has been proposed to process data and render images of heat-maps. The MapReduce framework has also been used [43] to distribute existing algorithms. Perrot et al. discussed using the Apache Spark framework to perform canopy clustering in order to create low-latency heat-maps [35].

Software Tools such as Tableau, Platfora, Datameer Analytics Solution and Cloudera
provide flexibility in using big data processing frameworks such as Haddop ecosystem [40].

### 2.2 Computation of Rectangle Overlaps

Several data mining and knowledge discovery problems can be modeled and solved by reducing them to the rectangle overlap problem, where we seek to find information about the overlapping behavior of a large number of rectangles in a data-set. Speed and accuracy is the key when it comes to detect collisions or intersections of rectangles. In this section, we discuss a few methods that have been proposed to approach the problem.

### 2.2.1 Sweep-line based Methods

Shamos and Hoey proposed the sweep-line algorithm, reducing the complexity of the naive approach of detecting intersections of $n$ elements with a more efficient complexity of $O(n$. $\operatorname{logn})$ from the naive $O\left(n^{2}\right)$ [36]. For a 1-dimensional approach, sweep-line based algorithms tend to perform better than other methods. One of the methods that have been common in detecting overlaps is to use the 1D approach on a 2 D plane at the beginning, which is to run the conceptual sweep line and then use brute force on each pair of intersections to test for intervals. A tree-based data structure, such as interval tree, can be used simultaneously for better performance [8]. However, for denser data-sets, this method is computationally expensive. Sweep line has also found application in graph mining, for instance in the problem of finding important nodes in trajectory networks[33].

Plane-sweep is a go-to method for detecting overlaps as it is temporally optimized. Edelsbruner [11] provides an optimized plane-sweep algorithm which provides the flexibility to be expanded into more dimensions.

### 2.2.2 Division into Sub-spaces

A plane that contains all the rectangles/bounding boxes can be subdivided into grids or cells and then individual operations can take place for each cells. The idea of a uniform
grid has been proposed to detect collisions [15], which provides an opportunity for parallel computation as well. However, the problem with this approach is that the accuracy of finding overlaps or creating correct visual abstraction depends entirely on the cell size (or grid granularity). Another drawback of using a uniform grid is that getting the right grid size is a process of trial and error. Van Hook et al. proposed a $2^{d}$ data structure for dynamic adjusting of the grid cell size [42]. In spite of these drawbacks, Uniform Grid remains a cheaper alternative [16] than other methods for visualizing density, calculating intersections due to the cheaper cost in creating and storing the grid itself.

### 2.2.3 Partition-based Data Structure

The key idea of this method is to recursively insert rectangles into the root of a tree-based data structure. Bounding Volume Hierarchies have been proposed, such as Axis Aligned Bounding Boxes (AABB). Afterwards, the objects are tested in an iterative way against these data structures and inserted into the resulting tree. The $R$-tree is one of the most discussed approaches to detecting overlaps [18]. $R$ - tree helps to group the objects into bounding rectangles of increasing size. Other methods include using a range tree based algorithms [3], which is not space-optimized. Usage of streaming algorithms [48] is another method proposed, but this method requires huge memory space to build and store the range tree. Tree based data structures provide an functionality to perform orthogonal queries for finding the intersections in optimized scenarios as well [46].

Another key idea for visualizing volume based data is to use an adaptive scheme for rendering the volume itself into region-of-interest area and render the graphic in higher resolution [19]. This is achieved by sub-dividing the area using data structure such as OctTree. However, this particular data structure is typically used with another geometric object/s to have accurate computations[47]. For a large number of $n$ objects, pair-wise intersections can be detected in real time by using conventional methods to detect collisions[22] using spatial and temporal coherence between successive instances. These methods work as the base of our work as we extend a sweep line based method to detect overlaps.

Table 3.1: Summary of Notations

| Notation | Description |
| :--- | :--- |
| $\mathcal{R}$ | A set of rectangles $\left\{R_{1}, R_{2}, \ldots, R_{n_{R}}\right\}$ in $\mathbb{R}^{2}$ |
| $n_{R}$ | Number of rectangles in $\mathcal{R}$ |
| $O_{A B}$ | Overlap of rectangles $A$ and $B$ |
| $S_{O_{A B}}$ | Size of the overlap $O_{A B}$ |
| $O$ | A multiple-overlap of some rectangles in $\mathcal{R}$ |
| $S_{O}$ | Size of the overlap $O$ |
| $C$ | A set of grid cells: $\left\{C_{1}, C_{2}, \ldots, C_{g^{2}}\right\}$ |
| $g$ | Size of each grid side |
| $(x, y)$ | $X Y$-coordinates of a Cartesian point in $\mathbb{R}^{2}$ |
| $z-$ index | Number of rectangles a point $(x, y)$ belongs to |
| $k_{R_{1}}$ | Number of rectangles overlapping with rect. $R_{1}$ |

## Chapter 3

## The Problem

In this section, we introduce notation, provide preliminaries and formally define the problem of interest.

(a) Input

(b) $4 \times 4$ grid

(c) $8 \times 8$ grid

$\longrightarrow$| 0 | 1 | 1 | 0 |
| :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 0 |
| 1 | 3 | 4 | 1 |
| 0 | 1 | 1 | 2 |

(d) z-index

$$
\begin{array}{|l|l|l|l|l|l|l|l|}
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
\hline 0 & 1 & 2 & 2 & 2 & 0 & 0 & 0 \\
\hline 0 & 1 & 2 & 2 & 3 & 1 & 0 & 0 \\
\hline 0 & 1 & 2 & 3 & 4 & 2 & 1 & 0 \\
\hline 0 & 1 & 1 & 2 & 2 & 1 & 1 & 0 \\
\hline 0 & 0 & 0 & 1 & 1 & 1 & 2 & 1 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
\hline
\end{array} \quad \longrightarrow
$$

(e) z-index

(f) heat-map

(g) heat-map

Figure 3.1: Grid construction and z-index calculation for different values of $g$.

### 3.1 Preliminaries

### 3.1.1 Rectangles

Consider the Cartesian plane $\mathbb{R}^{2}=\mathbb{R} \times \mathbb{R}$, where $\mathbb{R}$ is the set of all real numbers. Let a rectangle $R$ be defined by the $(x, y)$-coordinates of two points in $\mathbb{R}^{2}$, one point representing its bottom-left corner $\left(x_{R}^{0}, y_{R}^{0}\right)$ and one representing its top-right corner $\left(x_{R}^{1}, y_{R}^{1}\right)$, respectively. As the two points represent the diagonal corners of the rectangle $R$, it is $x_{R}^{0}<x_{R}^{1}$ and $y_{R}^{0}<y_{R}^{1}$.

### 3.1.2 Pair-wise Overlapping Rectangles

Let a pair of rectangles $A$ and $B$ in $\mathbb{R}^{2}$ and the following two conditions:

$$
\begin{align*}
& \max \left(x_{A}^{0}, x_{B}^{0}\right) \leq \min \left(x_{A}^{1}, x_{B}^{1}\right)  \tag{3.1}\\
& \max \left(y_{A}^{0}, y_{A}^{1}\right) \leq \min \left(y_{B}^{0}, y_{B}^{1}\right) \tag{3.2}
\end{align*}
$$

The two rectangles $A$ and $B$ are intersecting if and only if both (3.1) and (3.2) are true. Note that (3.1), (3.2) check whether the rectangles are intersecting in the $X$-axis and $Y$-axis, respectively. When two rectangles $A$ and $B$ are intersecting, then their overlapping area defines a new rectangle, called an overlap and denoted as $O_{A B}$. The rectangle coordinates of $O_{A B}$ are $\left(\max \left(x_{A}^{0}, x_{B}^{0}\right), \max \left(y_{A}^{0}, y_{A}^{1}\right)\right)$ and $\left(\min \left(x_{A}^{1}, x_{B}^{1}\right), \min \left(y_{B}^{0}, y_{B}^{1}\right)\right)$. Note that the dimensions of the overlap $O_{A B}$ are given by:

$$
\begin{align*}
& \text { width }_{O_{A B}}=\min \left(x_{A}^{1}, x_{B}^{1}\right)-\max \left(x_{A}^{0}, x_{B}^{0}\right)  \tag{3.3}\\
& \text { height }_{O_{A B}}=\min \left(y_{B}^{0}, y_{B}^{1}\right)-\max \left(y_{A}^{0}, y_{A}^{1}\right) \tag{3.4}
\end{align*}
$$

The size $S_{O_{A B}}$ of the overlap $O_{A B}$ is given by:

$$
\begin{equation*}
S_{O_{A B}}=\text { width }_{O_{A B}} \times \text { height }_{O_{A B}} \tag{3.5}
\end{equation*}
$$

### 3.1.3 Multiple Overlapping Rectangles

Let $\mathcal{R}=\left\{R_{1}, R_{2}, \ldots, R_{n_{R}}\right\}$ be a set of rectangles in $\mathbb{R}^{2}$. In order to generalize the concept of overlap to more than two rectangles, we need to consider all the different ways that overlaps can occur. For example, in Figure 1.1, rectangles $A, D$ and $E$ have some pairwise overlaps (i.e., $O_{A D}$ and $O_{D E}$ ), but they do not all overlap with each other forming a single multipleoverlap $\left(O_{A D E}\right)$. On the other hand, for example, rectangles $A, B, C, D$ are all overlapping with each other forming the multiple-overlap $O_{A B C D}$. Note that every point with $(x, y)$ coordinates that belongs to the rectangle defined by $O_{A B C D}$ belongs to all four rectangles. Formally, for every point $(x, y)$ of the observation space $\mathbb{R}^{2}$, we define its $z$-index. The $z$ - index refers to the number of distinct rectangles that the point with $(x, y)$-coordinates belongs to or otherwise it provides the number of multiple overlaps at each point of the observation space $\mathbb{R}^{2}$. Let $O$ represent a multiple-overlap rectangle, and let $\left(x_{O}^{0}, y_{O}^{0}\right)$ represent its bottom-left corner and $\left(x_{O}^{1}, y_{O}^{1}\right)$ represent its top-right corner, respectively. Then, the size $S_{O}$ of the multiple-overlap $O$ is given by:

$$
\begin{equation*}
S_{O}=w_{i d t h_{O}} \times \text { height }_{O} \tag{3.6}
\end{equation*}
$$

where width $_{O}=x_{O}^{1}-x_{O}^{0}$ and height $_{O}=y_{O}^{1}-y_{O}^{0}$.

### 3.2 Problem Definition

We are now in position to formally define the problem of interest.

Problem 1 Given a set of rectangles $\mathcal{R}=\left\{R_{1}, R_{2}, \ldots, R_{n_{R}}\right\}$, where $R_{i}$ is defined in an observation space $\mathbb{R}^{2}$, find the $z$-index of every point with $(x, y)$-coordinates in $\mathbb{R}^{2}$.

It is important to note here that all points of an area that represents a multiple-overlap will have the same $z$-index. So, the problem can be reduced to the problem of determining all multiple-overlaps $O$ of a set of rectangles $\mathcal{R}$. Addressing this problem will provide information that can be utilized to create the desired density data visualization, including information about the $z$-index of every point with $(x, y)$-coordinates in the observation space $\mathbb{R}^{2}$, along with information about the pair of points $\left(x_{O}^{0}, y_{O}^{0}\right)$ and $\left(x_{O}^{1}, y_{O}^{1}\right)$ that define each multipleoverlap rectangle $O$ (one point representing its bottom-left corner and one representing its top-right corner, respectively), and the size $S_{O}$ of the multiple-overlap rectangle $O$.

## Chapter 4

## Methodology

In this section, we present the steps required for the visualization of bounding box heatmaps using the different approaches presented in previous sections. We start by describing the grid-based technique and the data structures necessary for its implementation. We proceed by outlining the basic sweep-line algorithm concept and specifically the multiple overlap identification and the intersection graph data structure required for it. Finally, we introduce an evaluation metric that can be used to determine the accuracy of the grid-based approach.

### 4.1 Grid-based Overlap Detection

Without loss of generality, for the remainder of this paper we will assume that all rectangles in the data-set are contained within a square Euclidean space $R_{l}^{2}$, where $l$ is the size of the space in both dimensions (i.e. the length of square's sides). In the uniform grid-based approach, that space is divided into a set of $g \times g$ cells $C:\left\{C_{1}, C_{2}, \ldots, C_{g^{2}}\right\}$. This results in grid cells with equal size $\frac{l}{g} \times \frac{l}{g}$, and the parameter $g$ determines the granularity of the grid. Figure 4.1 provides an overview of the grid based method.

In order to visualize the density of objects in the data, we seek to determine the number of rectangles that intersect with each cell (i.e., the cell's $z$-index), so that we can assign a

(a) input

(b) $4 \times 4$ grid

| 0 | 1 | 1 | 0 |
| :--- | :--- | :--- | :--- |
| 1 | 2 | 3 | 0 |
| 1 | 3 | 4 | 1 |
| 0 | 1 | 1 | 2 |

(c) z-index

(d) visualization

Figure 4.1: Overview of the grid-based method.
relevant color to it. Since both the cell and the data objects are axis-aligned rectangles, this is an exact instance of the orthogonal range query problem. While it is possible to answer this problem in a brute-force way by comparing each cell with each rectangle in the data-set for overlap, this would be extremely time-intensive and inefficient. A number of well-established, state-of-the-art techniques exist; instead, that are specifically targeted towards providing a solution to this. Most of them employ tree-like data structures that allow for fast spatial queries, with one of the most common being $r$-trees [18]. In this approach, the tree is created by iteratively inserting input rectangles into it as leaf nodes, while the root node represents the entire space $R_{l}^{2}$ and the intermediate nodes represent groups of rectangles that lie within a minimum bounding box for each group. After the tree is constructed, fast search queries can be performed on it to identify all rectangles that intersect a given point or area by traversing the tree from the root to the leaf nodes. In conventional r-trees, the computation cost of the tree's construction is $O(n \log n)$, while the cost of each query is $O(\log n+k)$, where $k$ is the number of intersecting pairs found.

For our problem of interest, the process mentioned above is followed and the r-tree data structure is constructed using all rectangles in the data-set. Afterwards, one query is performed for each cell to identify all the rectangles overlapping with the cell, and the count of retrieved results becomes the z-index value of the cell. To visualize the results, all that is necessary is drawing each grid cell using a color corresponding to its z-index value. This process is illustrated in Fig. 3.1 for different values of grid granularity $g$. As is apparent in the figure, higher granularity produces visualizations with greater accuracy, i.e., much closer

```
Algorithm 1: Grid-Based
    Input: Set \(S\) of regions, set \(C\) of grid cells
    Output: Set \(O\) of intersecting sets of regions, grouped by intersection cardinality \(k\) in each
                grid cells \(C\) in the form
                \(O=\left\{C_{1}:\left[k_{2}:\left[\left\{S_{1}, S_{2}\right\}, \ldots\right]\right], C_{2}:\left[k_{3}:\left[\left\{S_{1}, S_{2}, S_{3}\right\}, \ldots\right]\right], \ldots\right\}\)
    CreateGridCell( \(C\) )
    \(\mathrm{O} \leftarrow[]\)
    CreateRTree \((C, S)\)
    for cell in Grid do
        SearchRTree ( \(C\) )
        for \(i\) in \([2, k-1]\) do
            \(\mathrm{O}[\mathrm{i}]\).append(all_combinations(cell, i))
```

to the original rectangle overlaps. However, as $g$ increases, the number of grid cells (and therefore r-tree queries) increases quadratically. The process is explained in Algorithm 1.

### 4.1.1 Limitations

A worst-case scenario exists where all the rectangles in the data-set are overlapping at one or more grid cells, and therefore $k$ can be very high; this, however, is a degenerate case for real-world scenarios and applications, as the heat-map visualization of such a case offers no actual meaningful information. Therefore, the total computation cost of the grid-based visualization is $O\left(n \log n+g^{2}\left(\log n+k_{C_{i}}\right)\right)$. This often results in a situation where, depending on the value of granularity $g$ selected, the end product is either significantly low-accuracy results or particularly slow execution times.

```
Procedure CreateGridCell(C)
    \(C \leftarrow[]\)
    for \(x\) in Size do
        if regionset.dimension \(=2\) then
            for \(y\) in Size do
                new_cell \(=\operatorname{Region}\left[\operatorname{lower}\left[x_{0}, y_{0}\right], \operatorname{upper}\left[x_{1}, y_{1}\right]\right]\)
            cells.append(new_cell)
        else
            new_cell \(=\) Region[lower,upper]
            cells.append(new_cell)
```


### 4.2 OL-HeatMap

A different approach to the problem involves identifying the exact location, z-index and size of any overlap among the available data-sets. This means that for every potential set of multiple overlapping rectangles, all the previous details of these overlaps need to be calculated. Once again, it is possible to answer this problem in a brute-force way by comparing every rectangle in the data-set with every other, finding overlapping pairs, and then proceed to compare the resulting overlaps with every other object to find overlapping triplets, and so on. As is apparent, the computational cost of such a method increases exponentially with the number of rectangles and quickly becomes unfeasible. Figure 4.3 provides an illustrative overview of the OL-HeatMap method. The overview of the Sweep Line algorithm is present in algorithm 2 and the Sweep Line Intersection Graph algorithm is present in algorithm 3.

Thankfully, better alternatives for addressing intersection problems exist in the literature. The most celebrated, state of the art methods for common intersection problems (e.g. finding pair-wise interval/rectangle intersections) are based on the sweep-line or otherwise planesweep algorithmic paradigm [2]. In this approach, a conceptual sweep line is used to identify and report intersections in Euclidean space. Given a set of 2-dimensional rectangles, the first

```
Procedure CreateRTree \((R, C)\)
    \(C \leftarrow[], R \leftarrow[]\)
    for \(i\) in Size do
        if regionset.dimension \(=2\) then
            \(x \_m i n, y \_m i n=\) Region.factor \([\) lower \((0,1)]\)
            \(x \_m a x, y \_m a x=\) Region.factor \([\operatorname{upper}(1,0)]\)
            index.insert(i, (x_min,y_min,x_max,y_max))
        else
            \(x \_m i n, x \_m a x=\) Region.factor[lower(0),upper(0)]
            index.insert(i, (x_min,x_max))
```

step of the algorithm involves constructing a list that includes the left and right $X$ coordinates of all rectangles and sorting them, as a pre-processing phase. Then, the conceptual line, $L$ moves (sweeps) from left to right across the plane, examining the rectangles, one by one, in order. During the sweep, the active regions (i.e., the ones that line $L$ is currently traversing over) are maintained in a balanced tree structure. When $L$ encounters a new region, its $Y$ coordinates are compared with all the currently active regions to identify overlapping pairs, and the process completes after a single pass over the entire data-set. An illustrative example of the process can be seen in Figure 4.2a.

The process mentioned above identifies and reports all the pairs of overlapping rectangles in the data-set. However, to answer the problem of interest, it is necessary to find not only the pairs, but all multiple overlapping rectangles instead. A recently proposed variation of the sweep-line algorithm called SLIG can perform this task by utilizing a data structure known as the rectangle intersection graph [32]. A rectangle intersection graph is a graph where each vertex corresponds to a rectangle in the data-set and a connection between two vertices exists if and only if the respective rectangles are overlapping. In SLIG, the rectangle intersection graph is constructed during the sweep using the identified intersection pairs. A key concept for this intersection graph is the cliques. A k-clique in the intersection graph,

```
Procedure SearchRTree(index)
    \(C \leftarrow[]\)
    \(R \leftarrow\) regionset
    for cell in Grid do
        if regionset.dimension \(=2\) then
            overlap \(=\) list[index.intersection[
            [cell.factors[0].lower],[cell.factors[1].lower]],
            [cell.factors[0].upper],[cell.factors[1].upper]]]
        else
            overlap \(=\) list[index.intersection[
            [cell.factors[0].lower],[cell.factors[0].upper]],
```

corresponds to k objects that are simultaneously intersecting and share a common region. The problem of identifying multiple overlapping rectangles now becomes equivalent to that of enumerating all the possible cliques in the rectangle intersection graph, a well-studied problem in graph theory with several well-established state-of-the-art algorithms available [6]. The computation cost for this algorithm is $O\left(n \log n+n \cdot c_{\max }\right)$, where $c_{\max }$ is the number of maximal cliques found in the graph, or otherwise the number of unique sets of multiple overlapping rectangles that do not belong to more massive sets. The worst-case scenario for this algorithm is the same as the grid-based one, where all rectangles are overlapping at some point; this is also a degenerate for the reasons already mentioned.

We can now present OL-HeatMap, our approach to solving the rectangle heat-map visualization problem. Given a set or rectangles $\mathcal{R}$ as input, we first employ SLIG in order to identify all sets of multiple overlapping rectangles. Afterwards, we calculate the $(x, y)$ coordinates and size $S_{O}$ of each resulting overlap, along with its z-index value, which corresponds to the size of each set. Finally, to produce the heat-map visualization, all that is needed is to draw each of the resulting overlap rectangles with a color corresponding to the respective z-index, making sure that rectangles with higher z-index are in the foreground


Figure 4.2: Illustrative example of a sweep-line algorithm and resulting OL-HEatMap visualization.
(i.e., are drawn last). An illustrative example of the resulting visualization is shown in Fig. 4.2b.

### 4.2.1 Advantages

As the OL-HeatMap method does not involve the use of a grid and therefore the computation cost multiplier $g^{2}$, it requires far less computation time compared to the grid-based approach for all but the smallest of grids. Furthermore, our approach calculates exact results, without any approximations. Therefore, to achieve visualizations with accuracy approach that of OL-HEatMap using a grid-based approach, the required grid sizes would be prohibitively large.

### 4.2.2 Limitations

The limitations of OL-HEATMAP are minimal. As the Bron-Kerbosch clique enumeration algorithm is more efficient, there are degenerate cases where every regions are intersecting


Figure 4.3: Overview of the OL-HeatMap method.
with each other, creating a very large high-clique intersection graph. Finding all the cliques in this graph would essentially increase the run-time. This case might occur in extremely dense data-sets but in real-life scenarios, there are not a lot of cases which are extremely dense. This behavior is due to an inherent limitation of the sweep-line method and this is a degenerate case, as most large data sets are typically very sparse. An experiment with a dense data-set generated using a gaussian distribution have been performed to check the run-time for finding all overlaps, and the limitations have been observed. On the other hand, streaming data-sets, where the data points are live, a traditional Sweep-Line algorithm will not be helpful as a sorted list of beginning and end-points of each regions need to exist before the conceptual sweep line can start from the left. OL-HeatMap is not suitable for data-sets in which we cannot use abstraction methods to approximate the objects. To sum, apart from the cases where the traditional sweep-line and clique enumeration algorithms have limitations, OL-HeatMap can perform faster with a $100 \%$ accuracy and it can be applied on any dimensions.

```
Algorithm 2: SWEEPLINE
    Input: Set \(S\) of regions
    Output: Set \(O\) of intersecting sets of regions, grouped by intersection cardinality \(k\) in the
            form \(O=\left\{k_{2}:\left[\left\{s_{1}, s_{2}\right\}, \ldots\right], k_{3}:\left[\left\{s_{1}, s_{2}, s_{3}\right\}, \ldots\right], \ldots\right\}\)
    Points \(\leftarrow \operatorname{sort}\left(x^{0}, x^{1} \forall s_{i}, d \leftarrow 1\right)\)
    \(\mathrm{O} \leftarrow[], \mathrm{k} \leftarrow 2\)
    LastIntersects \(\leftarrow[\) [region \(] \forall\) region in \(S]\)
    while \(O[k-1]\) not empty do
        Intersects \(\leftarrow\) GetKIntersects(k, LastIntersects)
        \(\mathrm{O}[\mathrm{k}] \leftarrow\) Intersects
        LastIntersects \(\leftarrow\) Intersects
        \(\mathrm{k} \leftarrow \mathrm{k}+1\)
```

```
Procedure GetKIntersects(k, LastIntersects)
Actives \(\leftarrow[]\), Intersects \(\leftarrow\}\)
for point in Points do
    if point.type \(=\) start then
        Intersects[point.region] \(\leftarrow\) []
        for activeIntersect in Actives do
        if activeIntersect.intersects(point.region) then
            intersection \(\leftarrow\) activeIntersect
            intersection.append(point.region)
            Intersects[point.region].append(intersection)
            for intersection in LastIntersects[point.regions] do
                Actives.append(intersection)
        else
            for intersection in LastIntersects[point.regions] do
            Actives.remove(intersection)
```

```
Algorithm 3: Sweep Line Intersection Graph
    Input: Set \(S\) of regions
    Output: Set \(O\) of intersecting sets of regions, grouped by intersection cardinality \(k\) in the
        form \(O=\left\{k_{2}:\left[\left\{S_{1}, S_{2}\right\}, \ldots\right], k_{3}:\left[\left\{S_{1}, S_{2}, S_{3}\right\}, \ldots\right], \ldots\right\}\)
    Points \(\leftarrow \operatorname{sort}\left(x^{0}, x^{1} \forall s_{i}, d \leftarrow 1\right)\)
    \(\mathrm{O} \leftarrow[]\)
    GetIntersectionGraph \((S)\)
    GenerateKCliques(CliqueList,Graph)
    for clique in CliqueList do
        \(\mathrm{k} \leftarrow \operatorname{len}\) (clique)
        for \(i\) in \([2, k-1]\) do
            \(\mathrm{O}[\mathrm{i}]\).append(all_combinations(clique, i))
```

    Procedure GetIntersectionGraph \((S)\)
    Actives \(\leftarrow[]\), Graph \(\leftarrow[]\)
    for point in Points do
        if point.type \(=\) start then
            for activeRegion in Actives do
                        if activeRegion.intersects(point.region) then
                Graph.addEdge(activeRegion, point.region)
            activeRegion.append(point.region)
        else
            activeRegion.remove(point.region)
    
## Chapter 5

## Experimental Evaluation

In this section we describe in detail the design and execution of the experimental evaluation of the different methods mentioned. Details on the data-sets used and the computational environment are provided and a comparison of performance and accuracy is presented for the OL-HeatMap and baseline uniform grid-based methods. We discuss the performance of OL-HeatMap from the perspectives of flexibility, versatility and scalability.

### 5.1 Environment

All experiments are conducted on a PC with $8 \mathrm{x} \operatorname{Intel}(\mathrm{R})$ Core $^{\mathrm{TM}}$ i7-7700 CPU @ 3.60 GHz and 64GB memory using Python 3.7. For each experiment, we execute the algorithm ten (10) independent times and report the average execution time or accuracy value.

### 5.2 Data

In order to evaluate the behavior of the algorithms under a wide variety of conditions, we make use of synthetic data. A data generator was implemented that produces data sets with specific characteristics thanks to a controlled number of parameters. For a square 2-D Euclidean space with side $l, n_{\mathcal{R}}$ rectangles were randomly generated with $(x, y)$ coordinates

(a) uniform distribution

(c) gaussian distribution

(b) triangular distribution

(d) bi-modal distribution

Figure 5.1: Synthetically generated data-sets (examples).

| Density | $n=100$ |  |  | $n=500$ |  |  | $n=1000$ |  |  | $n=1500$ |  |  | $n=2000$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Distributions | sparse | dense | denser | sparse | dense | denser | sparse | dense | denser | sparse | dense | denser | sparse | dense | denser |
| uniform | 1 | 7 | 59 | 15 | 343 | 1272 | 42 | 5347 | 1314 | 112 | 28473 | 11866 | 208 | 5078 | 21065 |
| triangular | 3 | 20 | 93 | 16 | 616 | 2294 | 88 | 2397 | 10106 | 188 | 5520 | 22444 | 367 | 9256 | 39182 |
| gaussian | 5 | 78 | 479 | 95 | 2462 | 10317 | 415 | 10367 | 39976 | 881 | 22192 | 95458 | 1634 | 38349 | 164205 |
| bi-modal | 1 | 28 | 75 | 23 | 684 | 2851 | 112 | 2755 | 10712 | 216 | 5905 | 23390 | 405 | 11053 | 44216 |

Table 5.1: Summary of data-sets. The number reported for each data-set represents the actual number of overlaps found in it.
in $[0, l]$; unless otherwise noted $l=1000$.
The size of each rectangle was randomly selected from the uniform range $[0, r \cdot l]$, where $r \in\{1 \%, 5 \%, 10 \%\}$. Effectively, this means that the maximum length for the sides of the generated rectangles was a specific percentage of the total length of the space. As a result, the data-sets produced contain smaller or larger rectangles, which in turn means that there were fewer or more overlaps and the data-sets displayed lower or higher density, respectively. We refer to the data-sets produced with maximum length percentages $\{1 \%, 5 \%, 10 \%\}$ as sparse, dense and denser, respectively.

The position of the lower $x$ coordinate of each rectangle was randomly selected from one of four different probability distributions (uniform, triangular, gaussian, bi-modal). These distributions and their properties were selected to reflect a wide variety of possible real-world conditions; the gaussian distribution has mean value of $0.5 l$ and sigma value of $0.2 l$, while the bi-modal one is a combinations of two gaussians with mean values $0.2 l, 0.8 l$ and sigma values $0.1 l, 0.1 l$, respectively.

Therefore, the configurable parameters of the data generator are number of objects $n_{\mathcal{R}}$, max length ratio $r$ and spatial distribution. For experimental evaluation purposes, various data-sets were created; their details are presented in Table 5.1.

### 5.3 Accuracy Evaluation Metrics

The baseline grid-based approach described in Section 4 does not provide exact results, but instead produces an approximation of the overlaps present in the data-set. As can be
intuitively understood from Fig. 3.1, a larger grid granularity value $g$ produces a visualization that is closer to the actual overlaps that are present in the data-set. However, in order to thoroughly and objectively evaluate the effectiveness of the presented methods, it is necessary to utilize a definitive and unambiguous metric to quantify the accuracy of each visualization. To that end, we propose two (2) evaluation metrics that quantify the accuracy of grid-based visualizations of overlaps:

1) Percent of correct cells: A simple, straightforward way to determine the accuracy of a grid visualization is by only considering what percentage of the grid cells have a completely correct z-index value, and therefore the color. Cells that correspond to areas in the original data-set with the same z-index value at all their points (i.e., areas where nothing changes and no rectangle boundaries exist) are considered correctly visualized and all other cells are considered incorrect. Although this metric is easier to compute and simple to understand intuitively, it may not correctly reflect the accuracy of a visualization; if a grid cell's z-index value is the same for most, but not all of the corresponding areas in the data-set, the entire cell will be considered incorrect, while the actual error in visualization would be small.
2) Percent of correct area: A more refined and fair metric to evaluate the accuracy of a grid visualization is to consider what percentage of each cell's area correctly reflects the overlaps in the data-set. Each cell is compared to the area it corresponds to in the original data-set, and the extent of that area with the same z-index value as the cell is determined. Afterwards, this is used to calculate what percentage of that specific cell is correct or not, and the resulting percentages are averaged throughout the entire grid. Effectively, the value of this metric roughly corresponds to what percentage of the visualization has the correct z-index value (i.e., color).

As the second metric is considered more honest and refined, that will be used in the following experiments when reporting the accuracy of a grid-based visualization.

### 5.4 Experiments

We aim to evaluate the following aspects:

- OL-HeatMap Accuracy Performance How does grid size and granularity $g$ affect the accuracy of the results of the grid-based method, for data-sets of different size and density?
- OL-HeatMap Runtime Performance How does our proposed method OL-HeatMap compare to the baseline grid-based method for the heat-map visualization problem in terms of execution time, for data-sets of different size and distribution?
- OL-HeatMap Scalability How does our proposed method OL-HeatMap scale for data-sets of larger sizes?
- OL-HeatMap Versatility How can we extend our proposed method OL-HeatMap to 1-D objects?
- OL-HeatMap Flexibility OL-HeatMap can be applied for the visualization of various real-world data-sets from various domains, as explained in Section 1. To demonstrate the its versatility, we apply OL-HEatMAP to visualize two real-world data-sets.


### 5.4.1 OL-HeatMap Accuracy Performance

As mentioned preciously, the size and granularity of the grid can have significant impact on the accuracy of the resulting grid-based visualization. As the visualization that OLHeatMap produces is always exactly correct, it is therefore of interest to examine what grid size and granularity values are required to achieve an accuracy that comes sufficiently close to the true results. To that end, we examined the visualization accuracy of the gridbased algorithm for data-sets of different densities, all selected from the uniform distribution and with the same number of rectangles $n_{\mathcal{R}}=1000$. Furthermore, we measured the resulting accuracy for data-sets of different sizes, this time with the same density "dense" and once

(b) Measurement of accuracy for different data-set sizes

Figure 5.2: Accuracy performance of OL-HeatMap vs. grid-based
again uniformly distributed. The results for these experiments can be seen in Fig. 5.2a and Fig. 5.2b, respectively.

As expected, larger grids with higher granularity $g$ result in more accurate visualizations. However, it can also be seen that larger or denser data-sets require accordingly large grids to achieve satisfactory results. This further highlights the value of OL-HeatMap, since it produces exact results that can be almost matched only by the largest of grids.

### 5.4.2 OL-HeatMap Runtime Performance

We evaluated time performance of OL-HeatMap against the baseline grid-based method, as a function of the number of rectangles $n_{\mathcal{R}}$ in the data-set. Furthermore, in order to explore a wide variety of scenarios and highlight the behavior of the two approaches for both convenient and unfavorable scenarios, we compared the time performance of the OLHeatMap and grid-based approaches for the different distributions available. The spatial distribution of the rectangles is uniform in the first experiment, while the the number of rectangles $n_{\mathcal{R}}$ is fixed to 1000 in the second, while in both cases the data-sets are of "dense" density.

As can be seen in Fig. 5.3a and Fig. 5.3b, in most cases OL-HeatMap outperforms the baseline for all but the smallest (and therefore most inaccurate) grid sizes. A notable exception is when the objects follow a gaussian distribution; in that case, most objects are concentrated in the center of the space, producing a large number of overlaps and getting close to the worst possible scenario for the OL-HeatMap algorithm. Even in that case, however, the time performance of our approach is only slightly worse if not equivalent to the grid based approach for the largest grid granularity. It is also important to note that, as seen in the previous experiments, these high-density cases are the ones that require the largest grids to approach the accuracy of OL-HeatMap.

(a) Comparison of time for different data-set sizes

(b) Comparison of time for different data distributions

Figure 5.3: Time performance of OL-HEATMAP vs. grid-based


Figure 5.4: 1-D data generated, line segments depicting individual object

### 5.4.3 OL-HeatMap Versatility

We tested OL-HeatMap's versatility by generalizing our method to suit to 1-Dimensional data-sets. Considering 1-D as rectangles with a negligible yet fixed height, we can use OLHeatMap to create regions which provide an 1-Dimensional view.

## Data Generation

We consider the 1-Dimensional intervals as 2-Dimensional rectangles with a fixed height. As the baseline approach divides the area into grid cells for a 2-D approach, we generalized it for 1-Dimension by dividing the area into same-sized rectangles. Figure 5.4 provides a proof-of-concept view of the generated data-set. For the sake of simplicity, we have opted for a smaller size of data-set.

## 1-D Data Visualization

We create an 1-Dimensional visualization using D3. For OL-HeatMap, the visualization clearly shows change in overlap values. Figure 5.5 shows the Grid and OL-HeatMap of the generated data from Figure 5.4.

### 5.4.4 OL-HeatMap Flexibility

We used OL-HeatMap in real world scenarios. By applying OL-HeatMap in the two datasets, which are, the Storm Event Database [13], and Airline On-time Performance Data [39], we have been able to find overlaps and retrieve density on a given area and then visualized. These different data-sets which have visualized using OL-HeatMap proves the flexibility of our method as we have generalized our approach to solve real world density visualization problem. Chapter 6 discusses these two data-sets, visualization goals and outcomes as well.


Figure 5.5: 1-D visualization using grid and OL-HeatMap


Figure 5.6: Scalability analysis

### 5.4.5 OL-HeatMap Scalability

We have conducted our comparative performance analysis for smaller data-sets, up-to a limit of 2000 overlapping rectangles. The reason behind this choice was to ensure quicker data visualization. However, irrelevant of the rendering methodology, OL-HeatMap can scale up to a high number of overlapping objects. Our goal for the scalability experiment was to find the amount of time it would take for OL-НeatMap to find the areas of multiple overlaps for a high number of 2D Rectangles.

Our method, OL-HeatMap can find $z$-indexes and size of overlaps, $S_{O}$ of overlapping objects faster while the number of objects increase. While, in the traditional uniform gridbased approach, finding intersections in a data-set of $10^{5}$ rectangles is time consuming, OL-HeatMap can scale up to the task. Figure 5.6 shows that OL-HeatMap, can scale up-to $10^{5}$ and more objects with relatively less amount of time. Interestingly, visualizing $10^{5}$ overlapping objects with the HeatMap would be significantly challenging.


Figure 6.1: System architecture overview.


Figure 6.2: The user interface (UI) of the demo. Highlighted features:

1. Random generator parameters 6. Color scale selection
2. Data load/store operations
3. Data-set rectangles visualization
4. OL-HeatMap/grid-based selection
5. Grid granularity parameter
6. Grid accuracy values
7. Rectangle/overlap/grid cell details
8. Overlap visualization

## Chapter 6

## Proof-of-Concept Demo System

In this chapter, we discuss the demo dashboard and three real world use cases of OLHeatMap. We have designed our dashboard to have a client-server architecture which provides the functionality to effectively generate or load data-sets, find the overlaps of the bounding boxes and visualize accordingly. We use the Storm Event Database [13] and Airline On-Time Performance Data [39] to verify methodology.

### 6.1 System Architecture Overview

In this section, we present the architecture of the demo dashboard and its two distinct components: the front-end and the back-end. The front-end serves as a User Interface (UI), handling visualization and user interaction, while computationally intensive operations happen in the back-end asynchronously. Figure 6.1 provides an overview of the architecture.

### 6.1.1 Front-end

The front-end is responsible for the actual heat-map visualization and all interaction with the user. It is implemented in HTML, CSS and JavaScript, making use of the Data Driven Documents (D3) and JQuery JavaScript libraries for visualization and for communication with the back-end, plus other general functionality, respectively. The interface allows the
user to generate and store synthetic data-sets by specifying parameter values for the random data generator using form fields, or alternatively loading their own input data. The UI provides a preview of this input data, as well as the OL-HeatMap and grid-based heatmap visualization of overlaps in said data. The grid granularity value $g$, as well as the color scale used for the visualization can also be modified through form fields, while the visualization contains several useful features such as pan/zoom capability and details for each data point on hover. Finally, an evaluation of the grid-based approach's accuracy is displayed, both in terms of the percentage of cells that are correct (i.e., where every point in a cell has the correct overlap value) or the percentage of the total area that is correct (i.e., all points in the entire plot that have the correct overlap value). The user interface views for the data loading/generation and visualization can be seen in Figure 6.2.

### 6.1.2 Back-end

The dashboard demo is structured as a lightweight WebApp-style application, with a Python Flask-based back-end. The back-end contains the implementation of the data generator, as well as the OL-HeatMap and grid-based algorithms. For the grid-based algorithm, a grid is constructed over the input data-set according to the specified granularity value $g$, and each cell's overlap value is determined using an r-tree based index, with the help of Python's Rtree library. Likewise, the overlap rectangles for the OL-HEatMap method are calculated using the SLIG library. Finally, the results from the two methods are compared to produce the accuracy evaluation score for the grid-based approach, as the OL-HEATMAP method by definition produces exactly correct results.

### 6.1.3 Visualization Limitations

We have designed and implemented our system to prove the correctness of our concept. This brings us to the limitations of this demo system. As this is a browser-based system at the moment, the performance of OL-HeatMap have limitations in terms of the drawing methodology and data loading. Previously, there were drawing limitations as we used D3 to
draw every single rectangle, albeit visible or not. However, we have been able to optimize our drawing function to skip drawing the rectangles which are completely covered by other rectangles. This optimization idea provides less amount of drawing needed than before. For example, in the case of Figure 6.4, while there are 130,651 overlaps present, only 94,621 of those are visible. So we draw 94,621 rectangles using D3 instead of 130,651 rectangles. As part of our future research, we intend to address the drawing problem completely and eliminate the choke-points in data to graphic rendering.

### 6.2 Real-world Use Cases

### 6.2.1 US Storm Event Data (2D)

Continental United States goes through a high number of natural calamities. Tornadoes are one the most recurring calamities, along with Flash Floods cause by higher rain, earthquakes caused by the San Andreas fault line. Tornadoes occur in the United States of America more than Europe. For example, entire Europe goes through around 300 Tornadoes every year, while United States of America faces around 1300 in that same year. There are various reasons as to why US gets more tornadoes, we aim to visualize these natural calamities effectively using OL-HeatMap.

## The Data

The data-set we used in this case is the Storm Events Database[13], this is an official publication of the National Oceanic and Atmospheric Administration (NOAA). It contains the documentation of each and every storm and other significant weather phenomena having sufficient intensity to cause loss of life, injuries, significant property damage, and/or disruption to commerce. The source includes National Weather Service (NWS) as their primary source of information, however, there are other sources contributing as well. The data-set contains all the relevant information regarding a significant weather phenomena, starting location, ending location, type of event (i.e, storm, tornado, flash flood, blizzards etc.), size
of the event, loss in terms of money and lives are present amongst other type of information. The data-set contains information from 1953 and it is updated regularly to have each event recorded. Events such as Hurricanes, Hail and Tornadoes have separate standards via which they are categorized. This ensures data consistency throughout the data-set as well as makes pre-processing easier.

## Visualization Goal

As a visualization goal, we want to ensure effective visualizations answering questions such as

1. Determining Storm Hot-spots in US
2. Effectively finding states with less severe weather incidents in the last 2 years
3. Finding all Storm events (Hurricanes) happened in one state (Florida) from 1953 2018
4. Visualize using OL-HEatMap to show severity of these storms

## Visualizing All Storms in US for 2017 and 2018

Our first visualization goal indicates the need to create bounding boxes for each storm and then find their overlaps to effectively visualize all the storms happened in entire US. Towards this end, we use OL-HeatMap to find the answers to these questions. Firstly, we use convert our data-set in order to represent each event as a single bounding box. With all the events converted, we can use OL-HeatMap to find overlaps, and then visualize. Figure 6.3 provides an overview and a heat-map using OL-HeatMap of all the Tornadoes in United States for the year 2017 and 2018.

The interesting trend to note from these visualizations are the frequency of tornadoes in and around the East Coast states. This area, combined with Lower Mississippi valley has been aptly named as Dixie Alley or Tornado Alley, the highest concentration of Tornadoes in the US happens here.


Figure 6.3: Data overview OL-HeatMap visualization of all storms in US from 2017-18


## Overlap Counts

All Overlaps: 130651
Visible Overlaps: 94621
Grid Accuracy Evaluation
Accurate cells: 96.26 \%
Accurate area: $96.35 \%$
(b) Accuracy evaluation of the grid based visualization

Figure 6.4: Grid based visualization of storms in the US during 2017-2018

On another hand, due to the position of Hawaii in the pacific ocean, there is a high number of tropical storms that happens in the season. Due to the amount of empty spaces in the map, the accuracy of the grid based method, as can be seen in Figure 6.4, is pretty high.

## All Hurricanes in Florida

Every year Florida is ravaged by natural calamities. Amongst them, Hurricanes are the most common event recorded in Florida each year. The damage done by these hurricanes are catastrophic, an estimated 123 billion dollars worth of damage have been recorded from 2000 till to this date. As United States' densest hurricane zone, we visualized each hurricanes as their own bounding boxes and found overlaps and subsequently visualized using OLHeatMap. The data contains all recorded hurricanes from 1953 to 2018.

As can be seen from Figure 6.5, we determine the locations of our bounding boxes to be south of 82 Degrees Latitude. All Hurricane events which has a begin-latitude value of 82 have been counted in as an event hurling towards or originated in Florida. It cane be seen from the visualization that, almost all major cities in Florida have been under Hurricane attack since 1953, with the densest regions being Jacksonville, Fort Lauderdale, Miami, Daytona Beach, Port Orange and West Palm Beach. Figure 6.6 shows the grid based visualization of Florida, along with the all the visible overlaps with a $70 \%$ accuracy, which indicates the amount of boxes which were drawn.

### 6.2.2 US Airline Carrier Data (1D)

The United States of America has 19,700 airports according to the 2011-2015 National Plan of Integrated Airport Systems (NPIAS). However, only 503 of these 19,700 airports serve commercial purposes, the data is available publicly for these 503 airports.

(a) Data overview of hurricane events

(b) Data visualized using OL-HeatMap

Figure 6.5: Data overview and visualization using OL-HeatMap of hurricane events in Florida from 1953-2018.

(a) Grid based visualization

## Overlap Counts

All Overlaps: 43804
Visible Overlaps: 32774
Grid Accuracy Evaluation
Accurate cells: 71.37 \%
Accurate area: 75.78 \%
(b) Accuracy evaluation

Figure 6.6: Grid Based visualization of storms in the Florida during 1953-2019

## The Data

BTS, also known as the Bureau of Transportation Statistics contains a plethora of publicly available data-sets, containing various information about various modes of transportation in United States. We used this public repository to find information about airline carriers. The data-set that we have used is Reporting Carrier On-Time Performance (1987-present), containing reports on-time data for flights they operate: on-time arrival and departure data for non-stop domestic flights by month and year, by carrier and by origin and destination airport. It also includes scheduled and actual departure and arrival times, canceled and diverted flights, taxi-out and taxi-in times, causes of delay and cancellation, air time, and non-stop distance. As a proof of concept, we analyzed a very short sub-set of the data itself, for John Wayne Airport, which is one of the least used commercial airports of the country. We visualized the traffic on one single day at the airport.

## Visualization - Goal and Outcome

We fixed our visualization goal with as to find an optimized approach for visualizing airport usage by carriers. In order to aid in air and runway traffic management, the goals have been defined as the following -

1. Finding highest density of runway traffic
2. Finding least used time slot for a runway
3. Providing an overview of airport usage by airlines
4. Providing aid in Air Traffic Management

To achieve these goals, we visualized our data-set for February 1st, 2019 at the location John Wayne Airport, Orange County, California. Right off the bat from Figure 6.7, we have been able to notice the denser regions of the data-set, depicting the peak hour of runway traffic for this airport. We have also noticed the short amount of time each air-craft spends in this airport, which in comparison are different than a more commercially active airport
such as John F Kennedy International Airport (JFK) or Los Angeles International Airport (LAX) where air-crafts tend to spend longer hours after landing. This visualization can be of aid when balancing the load of adding new flights in this airport.

(a) Data overview

(b) 1-D visualization using OL-HeatMap. Time - 0000-2359 hours

(c) 1-D visualization using 100 grid. Time - 0000-2359 Hours [24 minute intervals]

(d) 1-D visualization using 50 grid. Time - 0000-2359 Hours [48 minute intervals]

Figure 6.7: 1-Dimensional data overview and visualization of JW Airport using OLHeatMap and grid

## Chapter 7

## Conclusion and Future Work

### 7.1 Conclusions

Density-based visualizations, such as heat-maps, constitute a popular approach to visualize and perceive large amounts of complex data points effectively. In this research, we focused on a heat-map-like representation for the case of overlapping rectangles. This is a visualization problem that can guide powerful big data visual analytics and inform several applications in diverse domains. However, current state-of-the-art approaches to the problem rely on ad hoc naive implementations or methods that are known to not scale well, such as grid-based methods. Also, in order to perform reasonably fast, most of these methods provide approximations of the problem. To address these limitations, we have proposed OL-HEatMap, an effective method for finding and visualizing the exact density of overlapping rectangles, along with other useful information, including the actual position of the formed overlapping rectangle (overlap) and its size. Our method is based on a recently proposed variant of the sweep-line method that can accommodate multiple overlaps in $n$-dimensions. To demonstrate the effectiveness of OL-HeatMap against grid-based sensible baselines, we designed a thorough experimental evaluation incorporating various parameters and settings. Our proposed method is much more accurate as it always finds the exact solution and not an approximation of it. Furthermore, it performs several orders of time faster than its
competitors. An exception to this is the case of extremely dense data sets (i.e., almost all rectangles overlapping with each other), in which case OL-HEATMAP can perform comparably to baselines; this behavior is due to an inherent limitation of the sweep-line method and this is a degenerate case, as most large data sets are typically very sparse. Overall, we expect OL-HeatMap to be integrated in information visualization software and libraries, as well as, to find application in several scenarios where visual analytics of large-size (potentially) overlapping axis-aligned objects is critical.

### 7.2 Future Work

OL-HeatMap provides accurate values for overlaps. We want to ensure better visualization stems out from our work. We have divided the future directions of our research into two distinct area of interest. The first one is to add more flexibility in our computations. The second research direction contains the relevant update to our drawing functions.

### 7.2.1 Computation

We want to include a weighted approach when we calculate overlaps. Ideally, we would be able to add weights for each intersections, thus the visualization technique can be generalized for more types of data in the future. A detailed and thorough evaluation testing the limit of the scalability of our method is also in the list of the future work. We intend to be able to easily find overlaps of a millions objects and then use a different method to visualize the overlaps. We would also use more data-sets to create effective heat-maps using the weighted approach.

### 7.2.2 Visualization

Efficient drawing of overlaps is one of the main draw-back of our current system. As we find higher amount of overlaps as we increase our input data, it becomes harder for our drawing function to effectively draw all of the boxes. We have already optimized by drawing the
least amount of boxes, there are room for optimizing our drawing function even further, by means of colouring each only once instead of repeating. For the time being, however, we have opted for a top-down approach to draw our visualization. In the future, we want to be able to draw each overlapped area once, thus saving time and resource to render visualized graphics.
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