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ABSTRACT

WWAN video multicast is challenging because of unavoid-
able packet losses, and inability to perform retransmission per
packet for every user due to the NAK implosion problem. Pre-
viously proposed cooperative peer-to-peer repair (CPR) strat-
egy, leveraging on the broadcast nature of wireless transmis-
sion and “uncorrelatedness” of receivers’ channels, calls for
peers with good WWAN channels to streaming server (rich
peers) to locally relay packets lost to peers with bad WWAN
channels (poor peers) over a secondary ad-hoc WLAN net-
work. In the interactive multiview video streaming (IMVS)
scenario, however, where users can each periodically select
one out of many available views for decoding and display, a
poor peer may not have a neighboring rich peer watching the
same view for packet recovery via CPR.

In this paper, we propose a new CPR strategy for peers
to repair lost packets to neighbors watching different views.
The key idea is for server to transmit depth maps in ad-
dition to texture maps, so that lost frames in a different
view can be reconstructed using depth-image-based render-
ing (DIBR). Like Forward Error Correction (FEC) packets,
encoded depth maps incur an overhead in redundant informa-
tion transmission to counter network losses, and we allocate
optimal amount of bits for FEC packets (for same-view direct
path protection via WWAN source) and depth map encoding
(for different-view indirect path via CPR peers) to minimize
expected distortion. Experimental results show our proposed
CPR scheme offers a 3.4dB PSNR improvement over a non-
CPR scheme that relies on FEC only.

Index Terms— Multiview video, wireless multicast, co-
operative networks, joint source/channel coding

1. INTRODUCTION

Video streaming over Wireless Wide Area Networks (WWAN)
is challenging, given stringent playback deadlines of real-
time video and unavoidable packet losses due to shadowing,
channel fading and inter-symbol interference. Wireless video
multicast is even more difficult, since the streaming server
cannot tailor retransmission for every lost packet experienced

by each client due to the well-known NAK implosion prob-
lem [1]. To overcome channel losses, typical WWAN video
multicast schemes [2] inject a sufficiently large amount of
Forward Error Correction (FEC) packets for channel coding,
expending precious WWAN resource.

One recent approach [3, 4] to alleviate the wireless packet
loss problem is to apply the cooperative communication prin-
ciple for clients (peers) who are willing to help each other.
In a nutshell, given the broadcast nature of wireless transmis-
sion (each transmission is heard by multiple receivers) and the
“uncorrelatedness” of receivers’ channels (hence unlikely for
all receivers to undergo bad channel fades at the same time),
peers that currently experience good channels (rich peers) can
locally assist clients who currently experience losses (poor
peers), without relying on the remote server for retransmis-
sion. In the case of WWAN multicast, if a secondary network
such as an ad-hoc Wireless Local Area Network (WLAN)
connects the peers locally [3], a WWAN multicast packet re-
ceived by rich peers can be relayed to poor peers via WLAN
without interrupting primary WWAN transmission.

The important observation in such cooperative peer-to-
peer repair (CPR) scenario is that a packet can be delivered
to a peer directly from server over WWAN (direct path), or
indirectly via a CPR relay (indirect path). The net effect of
such multi-path transmission is that a packet is lost to a peer
only if both transmission paths fail. Given the more general
packet loss condition (as opposed to non-CPR scenario), a
smart joint source / channel coding (JSCC) scheme [5] can
allocate more bits to source coding out of a fixed WWAN
transmission bit budget to combat quantization errors without
incurring more packet losses. We have previously shown [5]
that such smart bit allocation scheme exploiting this multi-
path JSCC gain can reap additional video quality (up to 6dB)
over a similar CPR scheme but without smart bit allocation.

An orthogonal development over the past few years is
multiview video technologies. Because of the continuing cost
decrease of consumer-level cameras, a video sequence can
now be recorded by a large array of cameras [6]; i.e., at each
time instant, images of the same scene are simultaneously
captured by multiple cameras from different viewpoints,
creating a richer and higher-dimensional representation of
the media content. Given encoded multiview content at the
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server, in an interactive multiview video streaming (IMVS)
scenario [7], a viewer can freely select one out of many avail-
able views at the server periodically for real-time streaming,
so that only frames of interested viewpoint are received.
While IMVS offers viewers a new level of interaction via
view switching, it complicates the packet recovery process;
since viewers can now switch views during a video multi-
cast (e.g., by subscribing to different multicast channels), a
viewer may not have a neighboring peer watching the same
view who can locally relay lost packets via CPR.

In this paper, we propose a new CPR packet loss recov-
ery strategy for peers to cooperatively repair packets of video
stream in different views in a multiview video multicast sce-
nario. In particular, server transmits depth maps in addition
to texture maps over WWAN channels, so that a viewer A
watching video in a different view than viewer B can nev-
ertheless repair B’s packet losses by synthesizing frame(s)
in B’s viewpoint via depth-image based rendering (DIBR)
[8]. Essentially, transmitting additional depth maps consti-
tutes a channel coding overhead for frame recovery of a dif-
ferent view via CPR, while FEC constitutes a channel coding
overhead for packet recovery in the same view over WWAN.
Hence the crux of the scheme lies in an optimal source / chan-
nel bit allocation scheme, so that in this multi-path transmis-
sion scenario, just the right amount of resource is devoted to
channel coding in the direct WWAN path (FEC) and the in-
direct CPR path (depth maps), in order to minimize expected
distortion. By enabling indirect CPR path recovery through
transmission of depth maps, peers can exploit the aforemen-
tioned multi-path JSCC gain by allocating a larger portion
of the WWAN bit budget to source coding even in a mul-
tiview streaming scenario. Experiments show that our pro-
posed CPR scheme outperforms a non-CPR scheme that re-
lies exclusively on WWAN FEC for direct path recovery by
up to 3.4dB in video quality.

The outline of the paper is as follows. We first discuss re-
lated works in Section 2. We then outline our proposed multi-
view video multicast system in Section 3. The formulation of
the joint source / channel bit allocation problem is formalized
in Section 4. We discuss an optimization strategy to solve the
bit allocation problem in Section 5. Results and conclusion
are presented in Section 6 and 7, respectively.

2. RELATED WORK

Joint source / channel coding (JSCC) is a well-studied prob-
lem in signal processing [9], where the objective is to opti-
mally allocate bits out of a fixed transmission budget to source
coding (to lower quantization noise) and to channel coding (to
contain reconstruction errors due to packet losses), such that
the expected distortion at the receiver is minimized. Because
the probability of packet loss in WWAN can be substantial,
conventional WWAN video multicast schemes [2] optimizing
JSCC involve a large overhead of FEC packets, leaving few

bits for source coding to combat quantization noise. Our pre-
vious work on CPR [3, 5] differs from these traditional JSCC
approaches by utilizing a secondary ad-hoc WLAN network
for local recovery of packets lost in the primary network, so
more bits can be allocated to source coding without inducing
more packet losses. [5] studied video quality improvement
possible by exploiting such multi-path JSCC gain when opti-
mizing JSCC in a CPR scenario.

We note that our assumption of available multi-homing
capable devices (each has multiple network interfaces to con-
nect to orthogonal delivery networks simultaneously) is a
common one in the literature [10, 11, 12], where different
network optimizations are performed exploiting the multi-
homing property. [10] shows that aggregation of an ad-hoc
group’s WWAN bandwidths can speed up individual peer’s
infrequent but bursty large content download like web access.
[11] proposes an integrated cellular and ad-hoc multicast ar-
chitecture where the cellular base station delivered packets to
proxy devices with good channel conditions, and then proxy
devices utilized local WLAN ad-hoc network to relay packets
to other devices. [12] shows that smart striping of FEC-
protected delay-constrained media packets across WWAN
links can alleviate single-channel burst losses, while avoiding
interleaving delay experienced in a typical single-channel
FEC interleaver. Our current work extends this body of
multi-homed literature by optimizing a different application:
WWAN multiview video multicast.

In multiview video research, DIBR [8]—encoding of tex-
ture and depth maps for view synthesis of a different view—
has been proposed for free viewpoint video [13], so that a
new view (texture map) can be synthesized at the decoder us-
ing texture and depth maps of neighboring view(s) via DIBR
techniques such as 3D warping [14]. To the best of the au-
thors’ knowledge, this work is the first attempt to cast en-
coded depth map as a channel coding tool (redundant infor-
mation beyond texture bits) to combat packet losses in a video
stream of a different view.

3. WWAN MULTIVIEW VIDEO MULTICAST
SYSTEM

In this section, we first overview our WWAN multiview video
multicast system. We then describe our source model for mul-
tiview video. Finally, we describe our network models for
both WWAN used for source-to-peer transmission and ad-hoc
WLAN used for peer-to-peer loss recovery.

3.1. System Overview

The components of our proposed WWAN multiview video
multicast system, shown in Fig. 1, are the following. A
WWAN server transmits different views of a multiview video
content, synchronized in time, in different WWAN multicast
channels such as Multimedia Broadcast/Multicast Service
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Fig. 1. System Model for Multiview Video Streaming

(MBMS) in 3GPP [15]. Peers interested in a particular view
will subscribe to the corresponding multicast channel1 and
can switch views by switching multicast channels every T
seconds (an epoch). Fig. 1 illustrates two peers, A and B,
subscribing to two different views, 1 and 2. Peers are con-
nected to their neighbors via ad-hoc WLAN, providing a
secondary network for potential CPR frame recovery. For
simplicity of derivation, in this paper we focus on the spe-
cial case when only two peers watching different views of
the same video are participating in CPR. Analysis of CPR
network of more than two peers is left for future work.

The WWAN server first multicasts one epoch worth of
video to peers. Then during WWAN transmission of the
next video epoch, cooperative peers will repair lost packets /
frames of the first video epoch. When the server multicasts
the third video epoch, peers repair the second video epoch,
and video in the first epoch is decoded and displayed. View-
switching delay is hence two epochs. An epoch corresponds
to the size of a Group of Pictures (GOP) which is on the order
of 15 frames. For video frame rate of 30 fps, two epochs
amounts to one second, which is tolerable.

Each epoch of video of a view j is composed of com-
pressed texture and depth maps of a GOP in that view, and
FEC packets to protect these texture and depth maps against
WWAN packet losses. Using decoded texture map Fi,j and
depth map Xi,j of instant i in view j, a peer can synthesize
texture map F ′

i,k of the same instant i of a different view k
via DIBR to a first-order approximation, so that if a neigh-
boring peer experiences catastrophic packet losses and can-
not recover all packets containing texture maps, a synthesized
frame F ′

i,k can be sent from a cooperative peer to the poor
peer in order to resume motion-compensation loop (albeit re-
sulting in coding drift due to encoder / decoder mismatch).

Note that an alternative scheme is to differentially code
frames in view k using frames in view j as predictors, so that

1We assume that due to power constraint, a peer will only subscribe to the
one multicast channel he/she is interested in viewing at a time.
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Fig. 2. 2-state Markov model for WWAN packet losses with
parameters p and q. 1 (0) indicates a bad (good) state.

by transmitting the coded residuals, it also enables frame re-
covery for a poor peer watching view k. In contrast, by trans-
mitting depth maps, our proposed view synthesis procedure
can be performed for a number of nearby views k’s, each to a
different degree of fidelity.

3.2. Source Model

We assume a video encoder at the server encodes a GOP of
N frames of texture and depth maps of the same view at
a time: a leading intra-coded I-frame followed by N − 1
motion-compensated P-frames, each predicted using the pre-
vious frame as predictor. A frame, texture map Fi or depth
map Xi, is correctly decoded if it is correctly received, and
its predictor, Fi−1 or Xi−1, (if any) is correctly decoded. A
correctly decoded texture map Fi receives a benefit of dZ(i)
distortion reduction, given texture map quantization level Z .
Assuming further that quantization level Z ′ is used for depth
map encoding, each texture Fi and depth map Xi will be
mapped to mZ(i) or nZ′(i) packets respectively for transmis-
sion.

If a frame Fi cannot be correctly decoded by a peer,
he may recover a synthesized frame F ′

i from his neighbor
(watching a different view) via CPR. The resulting distortion
reduction of synthesized F ′

i will be d′Z,Z′ (i) < dZ(i).
For subsequent P-frames F ′′

k ’s, k > i, after a synthesized
frame F ′

i received from neighboring peer, because predictor
Fi used during encoding differs from received F ′

i , a coding
drift will ensue, resulting in distortion reduction d′′Z,Z′ (i, k) <
dZ(k), i.e., the distortion reduction of frame F ′′

k given coding
drift in the motion-compensation loop has started at frame F ′

i .
We discuss how dZ(i), d′Z,Z′(i) and d′′Z,Z′ (i, k) in a GOP are
generated for optimization and simulation in Section 6.

3.3. Network Models

To model WWAN packet losses, we assume a two-state
Markov model with parameters p and q, where packet loss
rate (PLR) is p/(p + q) and average burst length is 1/q. See
Fig. 2 for an illustration of a two-state Markov model.

Given the described two-state Markov model, we first de-
fine the following terms, which will help ease formulation in
Section 4. Let p(i), i ≥ 0, be the probability of having ex-
actly i consecutive correctly delivered packets between two
lost packets, following an observed lost packet, i.e., p(i) =
Pr(0i1|1). Let P (i) be the probability of having at least i con-
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secutive correctly delivered packets, following an observed
lost packet, i.e., P (i) = Pr(0i|1). p(i) and P (i) can be math-
ematically written as follows:

p(i) =
{

1 − q if i = 0
q(1 − p)i−1p o.w.

(1)

P (i) =
{

1 if i = 0
q(1 − p)i−1 o.w.

(2)

q(i) = Pr(1i0|0) and Q(i) = Pr(1i|0) are complementar-
ily defined functions and can be similarly written:

q(i) =
{

1 − p if i = 0
p(1 − q)i−1q 0.w.

(3)

Q(i) =
{

1 if i = 0
p(1 − q)i−1 o.w.

(4)

R(m, n) is the probability that there are exactly m packets
lost in n packets following an observed lost packet. R(m, n)
can be defined recursively as follows.

R(m, n) =

j
P (n) if m = 0 & n ≥ 0Pn−m

i=0 p(i)R(m − 1, n − i − 1) if 1 ≤ m ≤ n
(5)

S(m, n) is the probability that there are exactly m packets
correctly received following an observed received packet. It
is a complementary function to R(m, n) and can be similarly
defined:

S(m, n) =

j
Q(n) if m = 0 & n ≥ 0Pn−m

i=0 q(i)S(m − 1, n − i − 1) if1 ≤ m ≤ n
(6)

For ad-hoc WLAN, we make a simplifying assumption
here that a neighboring peer watching a different view has
CPR repair bandwidth of 500kbps to transmit synthesized
frames F ′

i ’s to a peer if the peer experiences irrecoverable
WWAN packet losses. The assumption is a reasonable ap-
proximation of the CPR recovery capability, given that the
WLAN bandwidth is in general larger than WWAN.

Note that to send multiple synthesized frames in sequence
F ′

i , . . . , F
′
j to a neighboring peer via CPR, the first frame F ′

i is
an intra-coded I-frame while the subseuqent frames are differ-
entially coded P-frames. Given available 500kbps CPR band-
width, many frames can be repaired via CPR at reasonable
texture map quantization level Z .

4. FORMULATION

In this section, we formalize our WWAN resource alloca-
tion problem: how to optimally allocate bits among texture
maps (to minimize source quantization errors), depth maps
(to enable CPR indirect path frame recovery via different-
view synthesis) and FEC (to overcome WWAN direct path

packet losses) such that the expected distortion at a peer is
minimized? Essentially, we must choose the optimal quan-
tization levels Z and Z ′ for texture and depth map encod-
ing (with leftover WWAN transmission budget for FEC) to
achieve minimum distortion.

4.1. WWAN Transmission Constraint

We first formally define the WWAN transmission constraint.
Recall from Section 3.2 that each frame i of N total frames
in a GOP in an epoch has mZ(i) and nZ′(i) packets for en-
coded texture and depth maps given texture and depth map
quantization levels Z and Z ′, respectively. In addition, there
are f FEC packets for direct-path (source to peer) WWAN
loss protection on these texture and depth map packets. The
transmission rate constraint is hence:

N∑
i=1

mZ(i) +
N∑

i=1

nZ′(i) + f ≤ C (7)

where C is transmission budget for a GOP in packets for one
epoch. There is no benefit leaving any transmission budget
unused, so given texture and depth map quantization levels Z
and Z ′, we will assume the leftover budget is used entirely for
FEC fZ,Z′ ; i.e.:

fZ,Z′ = C −
N∑

i=1

mZ(i) −
N∑

i=1

nZ′(i) (8)

4.2. WWAN Transmission Failure Probability

Let αZ,Z′ be the WWAN transmission failure probability that
fZ,Z′ + 1 or more transmitted packets in a GOP are lost over
WWAN to peer A (peer B)2, so that there is at least one ir-
recoverable texture or depth map packet. Given the two-state
Markov loss model discussed in Section 3.3, we can derive
αZ,Z′ as follows. The probabilities of the WWAN channel
being in bad and good state are p/(p + q) and q/(p + q),
respectively. Given a GOP can begin transmission at either
good or bad state, αZ,Z′ can be written as:

αZ,Z′ =
p

p + q

CX

k=fZ,Z′+1

R(k, C)+
q

p + q

CX

k=fZ,Z′+1

S(C−k, C)

(9)
In words, (9) sums up the probabilities of losing k ≥ fZ,Z′+1
of C total packets in a GOP given transmission can start in
either good or bad channel state.

4.3. GOP Packet Order

In this paper we assume a simple packet transmission order
for a GOP as follows: texture map packets for frame 1 through

2We assume symmetry in the optimal solution, so that the WWAN trans-
mission failure probability of peer A is the same as peer B.
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Fig. 3. Packet Order in a GOP

N , depth map packets for frame 1 through N , and FEC pack-
ets. This is illustrated in Fig. 3. Hence if a burst loss of length
larger than fZ,Z′ occurs in the depth and FEC portion of the
packet sequence and a peer cannot recover all source packets,
the peer can nonetheless use the received texture map packets
for decoding and display of this view.

4.4. Distortion Objective

We now derive expression for the expected distortion given
chosen quantization levels Z and Z ′ for texture and depth map
encoding. Let D̄ to be the initial distortion if no texture packet
in a GOP is correctly received. Let i be the index of the first
lost packet in a single burst loss in the GOP packet stream,
and j be the index of the last lost packet in the same burst
(we assume at most one burst loss takes place in a GOP in the
analysis). Hence if burst length j − i + 1 ≤ fZ,Z′ , then all
texture and depth map packets can be recovered. In this case,
we calculate the distortion reduction to be D0

Z :

D0
Z =

N∑
k=1

dZ(k) (10)

If j − i + 1 > fZ,Z′ , we cannot recover all texture and
depth map packets in the direct path given fZ,Z′ FEC pack-
ets were used. In this case, we receive distortion reductions
from frames Fi’s constructed using texture map packets prior
to the burst loss, plus distortion reductions due to synthe-
sized frames F ′

i ’s received from the peer’s neighbor via CPR,
and subsequent distortion reductions from correctly WWAN
transmitted frames F ′′

i ’s after peer’s video decoder resumes
the motion compensation loop.

First, let λ(i) be index of the texture frame that contains
packet i in the GOP packet stream. λ(i) can be written as:

λ(i) = min
1≤φ≤N

φ s.t.
φ∑

k=1

mZ(i) ≥ i (11)

λ(j) is hence the last texture frame affected by the single
burst loss. If we assume CPR bandwidth is large enough for
neighboring peer to transmit all lost frames, then the neigh-
boring peer will then locally transmit synthesized frames
λ(i), . . . , λ(j) for recovery via CPR, which has distortion re-
ductions of d′

Z,Z′(λ(i)), . . . , d′Z,Z′ (λ(j)). Subsequent frames
s’s have distortion reductions3 d′′Z,Z′(λ(j), s), s > λ(j),
thereafter, each d′′Z,Z′(λ(j), s) < dZ(s) due to coding drift.

3In general, synthesized frame distortion reduction d′
Z,Z′ (s) is smaller

We divide the analysis of resulting distortion reduction
due to single burst loss into two cases: GOP transmission
starts when the channel is in bad (good) state. First, let TZ =∑N

i=1 mZ(i) be the total number of texture map packets in
a GOP given texture map quantizer Z . If we begin at a bad
state, expected distortion reduction DB

Z,Z′ can be written as
follows:

DB
Z,Z′ =

(
p

p + q

) [
q(1 − p)TZ−1D0

Z + LB
Z,Z′

]
(12)

where (12) states that if all TZ texture map packets are re-
ceived consecutively, then distortion reduction is D0

Z . Other-
wise, distortion reduction LB

Z,Z′ depends both on the location
i of the start of the burst loss, and length of the burst loss
j − i + 1. Hence to find LB

Z,Z′ , one must consider all combi-
nations of burst start location i and burst length j − i + 1:

LB
Z,Z′ ≈

TZX
i=2

TZ+f−1X
j=i+1

q(1 − p)i−2p(1 − q)j−iq DZ,Z′(i, j) +

+

TZ+f−1X
j=1

(1 − q)jq DZ,Z′(1, j) (13)

where each term in the first double summation in (13) corre-
sponds to the probability that i − 1 packets (for i ≥ 1) were
first received, followed by j − i + 1 packets of single burst
loss, and followed by a received packet. We denote the result-
ing distortion for given i and j as DZ,Z′(i, j). Each term in
the summation in the second line of (13) corresponds to the
probability that j packets are first lost, followed by a received
packet.

We now derive the resulting distortion DZ,Z′(i, j) given
burst starts at packet i and burst length is j − i + 1. If burst
length j − i + 1 ≤ fZ,Z′ , then peer can obviously recover
all source packets and DZ,Z′(i, j) = D0

Z . Otherwise, the
distortion reduction is D1

Z,Z′(i, j):

DZ,Z′(i, j) =
{

D0
Z if j − i + 1 ≤ fZ,Z′

D1
Z,Z′(i, j) o.w.

(14)

Given burst length i − j + 1 > fZ,Z′ , D1
Z,Z′(i, j) is

the sum of the distortion reductions prior to the burst loss
dZ(k)’s, k ≤ λ(i) − 1, distortion reductions d′Z,Z′(k)’s of
synthesized frames λ(i) ≤ k ≤ λ(j), and subsequent distor-
tion reductions d′′

Z,Z′ (λ(j), k)’s, k > λ(j):

D1
Z,Z′ (i, j) =

λ(i)−1X
k=1

dZ(k) + (15)

+(1 − αZ,Z′ )

2
4

λ(j)X
k=λ(i)

d′
Z,Z′(k) +

NX
k=λ(j)+1

d′′
Z,Z′(λ(j), k)

3
5

than drift-affected distortion reduction d′′
Z,Z′ (i, s), i < s, since coding drift

tends to decrease over time due to coded intra-blocks. Hence a synthesized
frame F ′

i should be used for repair only when the original frame Fi is lost in
the direct path.
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Expected distortion reduction DG
Z,Z′ when the channel be-

gins at a good state can be similarly derived as DB
Z,Z′ , and

hence the derivation is not presented for brevity. We simply
present the derived equations as follows:

DG
Z,Z′ =

„
q

p + q

« h
(1 − p)TZ D0

Z + LG
Z,Z′

i
(16)

LG
Z,Z′ =

TZX
i=2

TZ+f−1X
j=i+1

(1 − p)i−1p(1 − q)j−iq DZ,Z′(i, j) +

+

TZ+f−1X
j=1

p(1 − q)j−1q DZ,Z′(1, j) (17)

To summarize, the expected distortion reduction of the en-
tire GOP Do

Z,Z′ given quantization levels Z and Z ′ for texture
and depth maps is written as follows:

Do
Z,Z′ = D̄ − DB

Z,Z′ − DG
Z,Z′ (18)

The goal is to minimize (18) with two degrees of freedom:
texture and depth map quantization levels Z and Z ′. Having
formalized the bit allocation problem, we next describe an
optimization strategy to solve this efficiently.

5. OPTIMIZATION

Given the definition of objective and constraints in Section 4,
we now discuss our strategy on how to find the optimal tex-
ture and depth quantization levels Z and Z ′ (and FEC packet
numbers f subsequently) given WWAN transmission budget
C in packets. Suppose optimal channel coding resource can
be optimally divided between FEC (for direct path WWAN
loss protection) and encoding of depth maps (for indirect
path CPR recovery). Intuitively then, the expected distortion
Do

Z,Z′ should have a unique minimum Z∗ as a function of
texture map quantization level Z , such that when Z < Z∗,
insufficient number of bits are spent on channel coding and
the channel noise overwhelms the distortion term, and when
Z > Z∗, insufficient number of bits are spent on source
coding and the source quantization noise overwhelms the
distortion term. We can hence conclude that Do

Z,Z′ should be
unimodal as a function of Z with a unique local minimum.

Given texture map quantization level Z , the optimal di-
vision of channel resource between depth maps and FEC is
also straightforward. It is due to the well known “cliff” effect
of FEC: a sufficient level of FEC recovers most losses, above
which the gain in recovery is minimum, and below which the
deterioration of recovery is catastrophic. So a sensible strat-
egy to optimally allocate resource between depth maps and
FEC, is to first allocate all channel coding budget to FEC,
then incrementally shift resource from FEC to depth maps,
until an increase in expected distortion is observed.

From the above discussion, the optimal resource alloca-
tion problem between source and channel coding can be done
iteratively as shown in Fig. 4.

1. Initialize texture map quantization level Z.

2. Given Z, find optimal channel coding resource allocation by
first assigning all resource to FEC, then incrementally reallo-
cate resource to depth mapss until an increase in distortion is
observed.

3. If distortion Do
Z,Z′ has reached local minimum, stop. Else,

update Z via binary search and go to step 2.

Fig. 4. Iterative search algorithm to find optimal texture and
depth map quantization levels Z and Z ′.

6. EXPERIMENTATION

6.1. Experimental Setup

To test the effectiveness of our bit allocation scheme, we
set up our simulation experiments as follows. For video
source, we use view 3 and 5 of MPEG multiview test se-
quence ballroom [16] for video encoding, using H.264 JM
version 16.2 [17]. GOP of 15 frames are encoded to a leading
I-frame plus 14 P-frames using the same quantization level
Z ∈ {35, 37, 39, 41, 43, 45}. Distortion reductions dZ(i)’s
are computed PSNRs given Z .

Each depth map Xi,j associated with a texture map Fi,j

is estimated as follows. Xi,j is first estimated using the quick
color block matching-based method from [18], then smoothed
[19] enforcing the coherence in the depth maps across the spa-
tial and temporal dimensions and views. Depth maps are en-
coded using quantization level Z ′ ∈ {41, 43, 45}. For given
texture and depth map quantization level Z and Z ′, distortion
reductions for synthesized frames d′Z,Z′(i)’s and coding-drift
affected frames d′′Z,Z′ (k, i)’s, k < i, can be calculated. As-
suming a maximum transmission unit (MTU) of 1500 bytes,
quantization levels Z and Z ′ also induce the number of pack-
ets for each frame Fi in the GOP, mZ(i) and nZ′(i) for tex-
ture and depth map, respectively. We assume WWAN packet
loss rate ranging from 0.1 to 0.3, and average burst length of
20 and 25 packets. As mentioned, WLAN bandwidth avail-
able for CPR is 500kbps.

6.2. Experimental Results

We first show the computed distortion reductions (in Peak
Signal-to-Noise Ratio PSNR) of our proposed bit allocation
scheme using derived equations in Section 4 in Fig. 5. We
can see that for all three combinations of burst length and
packet loss rate, there is a unique maximum at which the
performance of our proposed scheme is at its best. This
agrees with our intuition where below the theoretical maxi-
mum, there is not sufficient channel protection deployed and
channel noise dominates the distortion term, and where above
the maximum, there are not sufficient source coding bits and
source quantization noise dominates. For the current setup,
our scheme achieved this maximum at texture quantization
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Fig. 5. Using ballroom sequence, showing derived ex-
pected PSNR Performance of proposed CPR scheme at dif-
ferent texture map QP, for burst length 20, 25, 25 and loss rate
0.1, 0.2, 0.3.

level Z = 37 for all three combinations of burst length and
packet loss rate.

We have also conducted simulation experiments where
the two-state Markov channel model for WWAN was sim-
ulated, virtual packets in WWAN were transmitted, ad-hoc
CPR packets were exchanged, and resulting distortion for
each epoch was recorded. Fig. 6 and Fig. 7 show the re-
sulting PSNR versus texture map quantization level Z , for
combination of burst length and packet loss rate (25, 0.2) and
(25, 0.3), for our proposed scheme and a competing scheme
that uses FEC only for direct path loss protection. We first
see that the maximum performance is achieved at Z = 37 as
predicted in our computed plot in Fig. 5 while the FEC-only
case get to the peak at the Z = 39. Further, we see that
our proposed scheme outperformed the FEC-only scheme by
2.9dB and 3.4dB for the two combinations, showing the merit
of our proposal.

7. CONCLUSION

In the paper, we present a new Cooperative Peer-to-peer Re-
pair (CPR) strategy for WWAN multiview video multicast.
The key idea is to transmit depth maps in additional to tex-
ture maps, so that lost frames of a peer watching a different
view can be partially repaired by neighbor via depth-image
based rendering (DIBR). Since transmitting depth maps con-
stitutes an overhead like forward-error correction (FEC), we
formulate our problem as a bit allocation and find the opti-
mal division of transmission budget among texture and depth
map coding and FEC. Results show our scheme can be up to
3.4dB improvement over a scheme that relies on FEC only
under burst loss condition.
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Fig. 6. Using ballroom sequence, comparing PSNR per-
formance of proposed CPR scheme versus FEC-only scheme
at different texture map QP, for burst length 25 and loss rate
0.2.
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