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ABSTRACT

Depth map compression is important for efficient networlngra
mission of 3D visual data in texture-plus-depth format, vehthe
observer can synthesize an image of a freely chosen vietwpiain
depth-image-based rendering (DIBR) using received neighg

texture and depth maps as anchors. Unlike texture mapsh dep

maps exhibit unique characteristics like smooth inteninfaces and

sharp edges that can be exploited for coding gain. In thigmpap

we propose a multi-resolution approach to depth map corsiores
using previously proposed graph-based transform (GBTé. Rey
idea is to treat smooth surfaces and sharp edges of largebtmries
separately and encode them in different resolutions: emeatdes
in original high resolution (HR) to preserve sharpness, emcbde
smooth surfaces in low-pass-filtered and down-sampled ésolu-
tion (LR) to save coding bits. Because GBT does not filter s&ro
edges, it produces small or zero high-frequency componentsn
coding smooth-surface depth maps and leads to a compaesespr
tation in the transform domain. By encoding down-samplethse
regions in LR GBT, we achieve representation compactnasa fo
large block without the high computation complexity asate
with an adaptive large-block GBT. At the decoder, encodedsuR
faces are up-sampled and interpolated while preservingdeatHR
edges. Experimental results show that our proposed nagdthation
approach using GBT reduced bitrate 6% compared to native

previous depth map compression algorithms have attemptes-t
ploit these characteristics for coding gain. For exanmglaph-based
transform(GBT) [4] is an adaptive block-based transform (thus can
be easily integrated into block-based coding standar@sHilk64)
that avoids filtering across defined edges. For picewiseatimsig-
pals like depth maps, GBT produces small or zero high-freque
components and leads to a compact representation in thefdran
domain. Because GBT is block-adaptive (defined using dedect
edges in the code block), GBT must be computed on-the-fly via
eigen-decomposition, which is computationally expenirdarge
blocks (the computational complexity of eigen-decomposifor a

n x n matrix is O(n?) in practice). Thus, GBT was used only for
small blocks ¢ x 4 in [4]).

In this paper, to encode large blocks with GBT efficiently—

leading to potentially more coding gain for large smootHategs—

we propose a nevwmnulti-resolutionapproach using GBT to code
piecewise-smooth 2D signals such as depth maps. The key-obse
vation is that to exploit the surface-smoothness prior ergd block

in a computation efficient manner—where by “smooth” we mean
the surfaces inside sharp edges have predominantly layérecy
components—one can first down-sample the interior surfeaa f
original high resolution (HR) to low resolution (LR) befoemcod-

ing in LR GBT for computation efficiency. The surface-smawtbs
prior ensures us that high-frequencies lost (if any) dutovg-pass

H.264 intra with DCT encoding original HR depth maps, and byfiltering before down-sampling (to avoid aliasing) would foéni-

55% compared to single-resolution GBT encoding small blocks.

Index Terms— Depth map coding, multi-resolution, graph-
based transform

1. INTRODUCTION

Among many proposed representations of 3D visual data ifitthe
erature istexture-plus-depttiormat [1], where texture maps (RGB
images) and depth maps (per-pixel physical distances keteap-
tured objects in the 3D scene and the capturing camera) dijrieul
closely spaced viewpoints are encoded and transmitted $evrrer
to the observing client. The observer can in turn synthesizen-
age of any freely chosen viewpoint via depth-image-basedeaing
(DIBR) techniques like 3D warping [2], using received taxtand
depth maps of neighboring viewpoints as anchors. Trangniss
multiple large texture and depth maps of different viewpsihow-
ever, translates to a high bandwidth requirement and ekmenst-
work costs. Thus, compression of 3D data in texture-plystidéor-
mat is an important research problem.

While compression of texture maps is well studied, comjoass
of depth maps is relatively new, and has been the focus of meny
cent research efforts [3, 4, 5]. Typical depth maps exhihique
characteristics, such as sharp edges and smooth surfaeesrin
to the sharp edges, that are quite different from texturesmapd

mal. On the other hand, to preserve sharpness (which gegéehts
DIBR-synthesized view quality for depth maps [5]), we shibeh-
code edges in original HR.

Specifically, we perform the following operations. Giveraat
get down-sampling factak” and pixel block of sizén x Kn (here
n = 4), we first detect and encode prominent edges in the block
losslessly. Then, we perform low-pass-filtering in the pt@main
for anti-aliasing purposes prior to down-sampling. We desample
the block ton x n, quantize and encode LR GBT coefficients of the
now smaller block for transmission. At decoder, the n block is
reconstructed in pixel-domain, and interpolated back'to x Kn
while respecting the losslessly encoded HR edges. Thatsmean
missing pixel is interpolated using neighboring pixels ba same
side of HR edges, thus preserving edge sharpness. Expésimen
sults show that our proposed multi-resolution approachgu&€BT
reduced bitrate by8% compared to native H.264 intra with DCT
encoding original HR depth maps, and %% compared to single-
resolution GBT encoding small blocks.

The outline of the paper is as follows. We first discuss relate
work in Section 2. We then overview fundamentals of GBT in-Sec
tion 3. We discuss our multi-resolution GBT encoder and deco
in Section 4 and 5, respectively. Finally, results and agsiohs are
presented in Section 6 and 7, respectively.



2. RELATED WORK

One line of attack for depth map coding is to exploit the oter
tion that different depth pixels affect the synthesizedwitistortion
unequally during DIBR. For example, depth pixels close twbn
ject edge are likely to affect synthesized view distortioorenthan
depth pixels interior to an object. Exploiting this obseima, [6] op-
timized mode selection during H.264 coding of depth videbilev
[5] manipulated unimportant depth pixels (without caussayere
synthesized view distortion) towards a sparse representat the
depth signal in the transform domain. In contrast, our wo@ts
the unique characteristics of depth maps (sharp edges anottsm
interior surfaces) for coding gain.

Like edge-adaptive wavelets [3], block-based GBT [4] asoid
filtering across pre-defined edges, resulting in a compaastorm
domain representation of the signal, even though losslessding
of the block edges entails an overhead for the adaptiveftians
[7] proposed directional transform to align transform wiitle pre-
dominant direction in the block’s textural content. Unlikieectional
transforms [7], GBT can handle more complicated edges ssitiea
“L"- or “V"-shaped. We extend work in [4] to efficient codingfo
large depth blocks via a multi-resolution approach.

3. GRAPH-BASED TRANSFORM

We first overview the three-step construction procedure BT (3].
First, prominent edges ina x n pixel block are detected. Then,
a graph describing the pixel connectivity given the dett@dges
(two neighboring pixels are connected except when dividgedr
edge) is constructed. Finally, an adaptive transform ik based on
the connectivity graph.

In the first step, we detect edges in a block based on the differ

ence between the neighboring pixel values using a simpéshiotd-
ing technique [4]. Because the transform is adaptive, tlwedkr
must have the edge information available to built the GBTicivh
usually entails lossless encoding of the block edges.

In the second step, we treat each pixel inthe n block as a
node in agrapky, and connect it to its four or eight immediate neigh-
bors in the block, resulting in a 4- or 8-connectivity grafitnen, if
there is an edge between two neighboring pixels / nodes, iwe-el
nate their connection. Given the connectivity graph, wedefime an
adjacency matriA, whereA (i, j) = A(j,4) = 1 if pixel positions
1 andj are connected, an@ otherwise. We can similarly compute
the degree matrild, whereD(:, ¢) is the number of connections for
nodei, andD(z, ) = 0 for all ¢ # j.

In the third step, using computel andD, we can compute the
Laplacian matrix. = D — A [8]. If we now project a signak in
the graphg onto the eigenvectors of the Laplaciknit becomes the
spectral decomposition of the signal; i.e., it provides r@dfiency
domain” interpretation of signa given graph suppog. Hence, we
can construct GBT transform using eigenvector§.ofn particular,
we can stack pixels in the x n block into a lengtha? vector and
computey = E . x, whereE is a matrix with eigenvectors di
as columns. GBT transform coefficients are tgerwhich we can
guantize and entropy-encode for compression & transnmssio

4. MULTI-RESOLUTION GBT ENCODING

We propose a multi-resolution depth map compression scheme
ing GBT, exploiting depth maps’ unique characteristics lbrp
edges and smooth interior surfaces (piecewise-smoothprge |
code blocks. The key is to encode edges and surfaces inetiffer
resolutions: encode edges in original HR version losslesspre-
serve sharpness, and encode smooth surfaces in low-passefil

and down-sampled LR version in GBT domain to save coding bits
while reducing computation complexity. At the decoder, tie
surfaces are up-sampled and interpolated while respetttapss-
lessly encoded HR edges. Further, because edge pixels igher h
synthesized view distortion sensitivity than smooth stefaduring
DIBR [5] (e.g., wrong edge pixels would lead to confusion afe-
ground and background during view synthesis), our propdsgth
map coding scheme results in better synthesized views.

Our proposed depth map compression scheme can be explained
step-by-step as follows. At encoder, for a target down-deaugfac-
tor K and Kn x Kn pixel block, there are three steps: i) detect
edges in the block for losslessly encoding, and down-sartmgle
to LR edges for definition of LR GBT of the down-sampledx n
small block; ii) low-pass-filterk n x Kn block in the pixel domain
in an edge-adaptive way and down-sample the block ton; and
iii) perform LR GBT onn x n block, quantize the resulting trans-
form coefficients, then transmit both losslessly encodedddRes
and quantized LR GBT coefficients to the decoder.

At the decoder, we do the following two-step reconstrucfioo:
cedure: i) perform inverse quantization and inverse LR GBifigi
LR edges (down-sampled from the decoded HR edges) to reaonst
n X n block; and ii) up-sample té&n x Kn block and interpolate
missing pixels while respecting the losslessly encoded dtfe enap.
The overall compression scheme is shown in Fig.1. We destini
three-step encoding procedure in the following, and thedtep de-
coding procedure in Section 5.
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Fig. 1. Multi-resolution depth map coding scheme based on GBT.
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4.1. Edge Detection & Down-sampling

In the first step, we detect edges in the origiRal x Kn block for
lossless encoding, and down-sample HR edges for definifiiRo
GBT. We use the edge detection technique in [9], where the-pre
ence of edges between every pixel and its immediate fourigbt)e
neighbors is provided by an edge map in full (or half)-pixekip
tions. The edges of the original depth map, which we refesttha
HR edges, are then down-sampled to LR edges with the same down
sampling rate as its corresponding pixel block, so that tRestiges
can be used for definition of LR GBT far x n block. Fig. 2 shows
an example of & x 6 block with edges separating foreground and
background depth pixels, which is subsequently down-sednad a

3 x 3 block with corresponding LR edges.

The edge down-sampling is actually a process to decideriéthe
are edges between every pixel and its immediate neighbotheon
LR pixel grid. Since the immediate neighbors on the LR pixai g
are not directly adjacent on the HR pixel grid, while the HRjed
map only shows edge information among immediate neighbars,



find the LR edge information by searching along a straight pah-  through interpolation. The equation below describes otarjola-
necting a pair of adjacent LR pixels on the HR pixel grid. &t  tion approach:

is no edge between any pair of adjacent pixels along thisgathe

HR pixel grid, we assume there is no edge between the twospixel T = Z Siwiys, 1)
on the LR pixel grid. feW (x)

4.2. Low-pass-filtering & Down-sampling where Lot red t
51-:{ , if y; is connected ta:

0, o.w.

)

andW (z) is the index set which corresponds to LR pixglithin
the interpolation window of pixek. w; is the weight parameter,
which is inversely proportional to the geometric distaneaeeny;
andz.

Our interpolation method is effective in preserving thegiral
edges because missing pixels next to edges are interpqlatatiel
to the losslessly encoded HR edges. Further, the method dh mu
simpler than most methods in current super-resolutiondlitee,
F|B B|B B such as the super-resolution algorithm via TV-regulaitrefl1].

=

2

m| ™| m|o
mMm|®@| M|
| @ @~

O @ O @W| ™M |w
O ®©® O ®©@| W+~
O ©® 0| ©| W |w

1 2
FF
FF
F|B
FF
FF

N
M| M| Tm | Tm | T | Mo

Fig. 2. The proposed depth map down-sampling approach. 6. EXPERIMENTATION

In the second step, we low-pass-filter and down-sample thé.1. Experimental Setup

Kn x Kn block uniformly to an x n block. To avoid aliasing \ye jmplemented our proposed multi-resolution depth mapngpd
caused by down-sampling, we perform low-pass filtering ia th schemeNR- GBT) inside H.264/AVC Reference Software JM 17.1
pixel domain before down-sampling. Many designs of ansthg  penth edges are encoded using CABAC, as done in H.264/AVC.
filters have been proposed, such as adaptive directionapéss Two Middlebury multiview image setSeddy and Dol | s2 were
filters in [10], where Qiregtional Gaussian Iow-.pas.s filltare used (asted. We encoded and decoded the ground truth left artctegth
according to edge direction. However, the filtering is perfed 50 and together with original left and right texture maypssyn-
in four fixed directions, so pixels across edges in othercies  agjzed the texture image of the middle view. Here, DIBR was
will be smeared. Since edges of depth maps are very importafferformed using a simple implementation of 3D warping [2JurO
to DIBR, we msteac_j_low-pass _f||ter_ while respeqtmg the iord . compression scheme was compared against three other sch@ne
edges. Mo.re spgmﬂcally, a pixel is Iovy-pass filtered by ngkll H.264 intra with DCT encoding original HR depth map#R{ DCT);
average of its neighbors on the same side of HR edges within &y 564 intra using DCT encoding reduced resolution LRtdep
(2K —1) x (2K — 1) window centering at the to-be-filtered pixel. 1\ah¢ with isotropic Gaussian low-pass filtering and Totalia/a
Thg advantage of thIS. edge-adaptive Iqw-pass filtering & l]|h-. tion (TV)-regularized interpolation [L1LR- DCT): and (3) single-
tering across edges will not oceur, so pixels across edgks\oti ool tion GBT encoding original HR depth maps with 4 code
contaminate each other through filtering. blocks HR- GBT). For all schemes, uniform quantization was used,
i with fixed quantization parameter (QP) values of 24, 28, 3P3h
4.3. LR GBT Coding
In the third step, we perform LR GBT on the filteredx n block  6.2. Experimental Results
and quantize the resulting transform coefficients. Themgticoded
quantized coefficien;s and HR edges are sent to the dgpodme N where the synthesized view PSNR is calculated with resjpeittet
that the HR edges will be losslessly e_ncoded a_nd transrrmts&a_elad ground truth middle image and the down-sampling factdkis- 2
of the LR edges, so that depth map interpolation after uppiam for LR- DCT and MR- GBT. We see that whiléiR- GBT performed
respecting the HR edges can be performed at the decodeheFEurt better thanHR- DCT, MR- GBT reduced bit rate byt0% and 55%
using the received HR edges, the decoder can mimic the edge do ¢, Teddy andDol | s respectively, compared tdR- GBT, and re-
sampling process discussed in Section 4.1 to get the samedds e duced by68% and65% compared tdHR- DCT. It is expected that
for construction of the LR GBT. better performance can be achieved with more efficient éngaaf
5. GBT DECODING & INTERPOLATION the HR edge map (account for up36% and48% of the bitrate at
coarse QP fofeddy andDol | s, respectively).LR- DCT had the
At the decoder, we first perform inverse quantization andrisw LR~ worst RD performance; though bit rate was low, the TV-regnéal
GBT to recover the LR: x n pixel block. To identify the correct interpolation method produced noisy and blurred depth ®dgad-
adaptive LR GBT transform used at encoder, we down-sample thing to poor synthesized view quality. This shows that whidding
encoded HR edges to LR edges as done at the encoder. After réepth maps at LR can save bits, edges must be well preserved to
covering the LRn x n block, we up-sample it to the original HR maintain high reconstruction quality, as dondviR- GBT.
Kn x Kn block, and fill in missing pixels via image-basedge- The RD performance of our propos&@- GBT using different
adaptive interpolatioras follows. down-sampling factors is shown in Fig. 4 to test how far we can
We interpolate a pixek by taking average of its nearest con- down-sample the interior surfaces inside edges while keept-
nected LR pixels within &K — 1) x (2K — 1) window centering  ceptable RD performance. With larger down-sampling fadbdtr
at pixelz. By “connected” we mean that the LR pixels are on the
same side of losslessly encoded HR edges with the missimd, pix  lhttp://iphome.hhi.de/suehring/tml/
so that pixels across edges will not contaminate the migsixgl “http://cat.middlebury.edu/stereo/newdata.html

Fig. 3 shows RD curves of the aforementioned four codingreeise
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7. CONCLUSION

In this paper, we propose a multi-resolution GBT based amtrdo
depth map compression. Taking advantage of the piecewisets
characteristic of depth maps, we encode edges in origialugon
to preserve sharpness, and encode smooth surfaces in dowptesl
low resolution to save coding bits while achieving comgotaef-
ficiency. GBT-based low-pass-filtering is proposed to aedidsing
prior to down-sampling, while edge-adaptive interpolatie pro-
posed to restore the decoded LR depth maps to the origirallres
tion. Both methods preserve edges well, which along withrdow
sampling leads to significant coding gain, with up6&% bit rate
reduction compared to native H.264 intra with DCT encodirigio
nal HR depth maps, arieb% bit rate reduction compared to single-
resolution GBT encoding original HR depth maps with smatleo
blocks. Better performance is expected with more efficidgeemap
ened forDol | s. This is because the down-sampling limit is depen-coding.
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Finally, Fig. 5 shows the subjective quality comparisoneafan-
structed depth maps and resulting synthesized views RrDCT
and MR- GBT at comparable bitrate with the down-sampling factor
K = 2. We see that while there exist blocky artifacts in the in-
terior surfaces of both R- DCT and MR- GBT, the edges produced

y andDol | s respectively.
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VMR- GBT was also cleaner than one bjr- DCT.

Fig. 5. The reconstructed left depth maps and synthesized vieWsady
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