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ABSTRACT
Feedback adaptation has been the basis for many media stream-

ing schemes whereby the media being sent is adapted according
to feedback information about the channel. Central to the suc-
cess of such adaptive schemes, the feedback must (1) arrive in a
timely manner, and (2) carry enough information to effect useful
adaptation. In this paper, we examine the use of feedback adap-
tation for media streaming in a 3G wireless network, where the
media servers are located in wired networks while the clients are
wireless. We argue that end-to-end feedback adaptation using only
information provided by 3G standards is neither timely, nor con-
tain enough information for media adaptation at the server. We
then show how the introduction of an Streaming Agent (SA) at the
junction of the wired and wireless network can be used to provide
useful information in a timely manner for media adaptation.

1. INTRODUCTION

The goal of this paper is to improve streaming media quality in
next generation 3G wireless networks [1]. In particular, streaming
media in our context means a piece of media content is delivered
from a streaming server in a wired network to a mobile client via
a last-hop wireless link. The content is decoded and viewed by the
client before the entire content has been downloaded, with pos-
sible setup and initial buffering delay. Media streaming is com-
pliant with the 3GPP packet streaming service (3GPP-PSS) [2],
where the server uses RTP for media transport while the clients
send feedback to their respective servers via RTCP.

One common objective of media adaptation is congestion con-
trol whereby video sources reduce their transmission rates in reac-
tion to wired network congestion [3]. For paths involving wired
and wireless links, it has been shown [4] that end-to-end feedback
information alone is ineffective for congestion control purposes
since it is not possible to identify where losses occur. For instance,
if losses occur in the wireless link due to poor wireless condition,
it is not helpful if the sources reduce their transmission rate. On
the other hand, if losses occur in the wired network due to con-
gestion, the sources should reduce their transmission rate. One
effective mechanism to provide additional information that allow
sources to take appropriate actions is the RTP monitoring agent
[4] — a network proxy located at the junction of the wired and
wireless network sends statistical feedbacks (RTCP reports in par-
ticular) back to the sender to help the sender determine the proper
action. However, the limited information contained by such sta-
tistical feedbacks are often insufficient for other purposes such as
optimized retransmissions of this paper.

Another limitation of using only end-to-end feedback is the
long time for the feedback to arrive. It turns out that in the case

of today’s 3G wireless network, typical one-way delay of radio
links is quite large — on the order of 100ms — without link layer
retransmission [5]. Thus, the actual end-to-end delay can be quite
large, especially with wireless link-level retransmission. Such long
delay severely impedes the effectiveness of feedback information
for the purpose of congestion control and otherwise.

Both problems above can be solved simultaneously using a
special agent called Streaming Agent (SA) [6] located at the junc-
tion of the wired network and wireless link. Unlike the RTP mon-
itoring agent [4] which provides only statistical feedbacks such
as average round trip time (RTT) and packet loss rate, SA sends
timely feedbacks, such as acknowledgment packets (ACKs), that
tell the sender which packet has/has not arrived at SA correctly
and on time. We call such information provided by SA the wired
client state. Since most of the delay is in the wireless link, SA
can provide much faster response about the condition of the wired
network so that congestion control can be taken faster to alleviate
network congestion. Furthermore, by providing the wired client
state rather than wired network state induced from statistical feed-
backs, SA allows senders to have much more flexibility in media
adaptation than is possible with wired network state alone. In this
paper, we introduce a specific application retransmission scheme
which explicitly exploits the availability of client states provided
by SA and demonstrate the potential gains.

The organization of the paper as follows. We first discuss re-
lated work in section 2. We then discuss the details of SA in section
3. We briefly discuss the transmission scheme under investigation
in section 4. Finally, we present results in section 5.

2. RELATED WORK

SA and RTP monitoring agents [4] are related to the Snoop agents
[7] in that they can be used to properly perform congestion control
for one-hop wireless networks. However, [7] focused on providing
transparency to TCP end-points, while the role of the RTP moni-
toring agent is to provide enough information to the sender to per-
form congestion control. SA provides further information — the
wired client states, that allow the senders to perform other media
adaptations such as optimized retransmission.

Streaming media is a popular topic, and an extensive body of
previous research [8] [9] [10] exists focusing on the case when
the entire delivery path is abstracted as one packet independent
channel. Our work can be viewed as an extension of [9] and [10]:
we show how using SA timely feedbacks, end-to-end streaming
performance can be increased in a rate-distortion sense.

The general notion of timely feedbacks has long been known
to be useful in the streaming literature, and many transmission
schemes [8] [10] rely on the availability of such feedbacks. Re-
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Fig. 1. Using Streaming Agent (SA) to provide timely feedback.

cently, the Audio/Video Transport Working Group in IETF has
also recognized the importance of timely feedbacks and submit-
ted an Internet draft [11] to modify RTCP reports in current RTP
RFC to include such feedbacks.

3. STREAMING AGENT

SA [6] is an enhanced version of the RTP monitoring agent in [4].
It is a network proxy located at the basestation of the transmit-
ting wireless link, or more generally, at the intersection of the
wired core network and the transmitting wireless link. During a
server-client streaming session such as an RTP session, SA moni-
tors and identifies the stream by examining the RTP headers. SA
then periodically sends statistical and timely feedbacks to the send-
ing server. Specifically, statistical feedbacks in the form of RTCP
reports are sent in intervals of seconds to minutes, and contain ob-
servable statistics such as mean RTT and packet loss rate. Timely
feedbacks are sent in sub-second intervals and contain packet ac-
knowledgments or even user-defined event notifications. The exact
frequencies of timely and statistical feedbacks can be preset by the
network operator, or by the sender prior to the start of the stream-
ing session via other handshake. See Figure 1 for an illustration.

In order not to overwhelm the wireless link, a shaping point,
located just prior to SA, is used to limit the sending rate so that
the packet rate is no larger than the wireless link bandwidth. Es-
sentially, a layer 3 IP packet queue is located at the basestation to
store packets waiting to be fragmented and transmitted in lower
layers. If the wireless link condition is poor, the number of re-
transmissions until successful transmission will be large, causing
the IP packet queue to build up. The shaping point reacts to the
fullness of the queue by dropping packets prior to packet arrival at
SA to avoid eventual queue overflow. Details of the shaping point
is discussed in [4].

3.1. Usefulness of SA Feedbacks

SA statistical feedbacks help sender track wired network state —
essential for the sender to perform proper congestion control. On
the other hand, SA timely feedbacks help sender track wired client
state. For example, SA can monitor the RTP sequence number
space in the stream and send ACKs when it notices a group of �
consecutive packet arrivals.

Ideally, the server wants timely feedback directly from the
client to reconstruct the end client state — whether each packet
has arrived at client correctly and on time. In contrast, wired client
state induced from SA timely feedbacks leads only to an estimated
end client state at best. Nevertheless, SA feedbacks are desirable
for a number of reasons.

First, the current 3GPP-PSS [2] specification has dictated the
use of existing RTP and RTCP specifications only. That means one
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can rely on 3G handsets to provide only RTCP feedbacks — sta-
tistical feedbacks only. Second, mobile client typically has severe
power constraint due to limited battery life. Having client send-
ing frequent feedbacks while receiving streaming video may not
be desirable.

Even if the client can send timely feedbacks, SA timely feed-
backs can still be useful. The reason is that sender can track only
a delayed version of the end client state using client timely feed-
backs, where the delay is RTT between sender and client. Simi-
larly, the sender tracks a delayed version of the wired client state
where the delay is RTT between sender and SA. In the case of to-
day’s 3G wireless networks, the wireless link delay is large [5] —
on the order of 100ms — compared to the wired network delay.
An approximate and recent client state is often more useful than
one that is accurate and much delayed.

Moreover, quality of wireless link can be traded off with link
delay by setting the number of link-layer retransmissions during
session setup [1]. When this parameter is set high, the wireless
link becomes low loss and high delay. Using a large parameter
in combination with SA [6], the tractable wired client state mim-
ics the true end client state well and is also much faster than the
tractable end client state.

4. APPLICATION-LEVEL RETRANSMISSION

4.1. Problem Formulation

To effectively exploit the usefulness of SA timely feedbacks, we
derive a rate-distortion optimized application-level retransmission
scheme, leveraging on previous work [9] [10], that adapts to SA
and client feedbacks. The basic problem framework is the follow-
ing. There is a predictively coded (IPPP...) video sequence with
I-frame frequency �. At any given optimization instance, an opti-
mization window equal to � -frame time is selected. The window
is defined to be the set of data-units whose delivery deadline (to
be discussed) falls within start time �������� and end time �	
���.
�������� brings data-units into the optimization window; by keep-
ing the window small, it keeps the optimization computationally
feasible and the instantaneous client buffer small. �	
��� expires
data-units when they cannot be reasonably be expected to be de-
livered to the client on time. The slope of both functions — the
rate at which they advance in time — is the playback speed at the
client. The optimization is performed every � seconds. See Figure
2 for a plot of data-unit deadline � against sender running time �.

Given the observable network conditions and acknowledgment
packets from streaming agent and client, the scheme decides which
frames within the optimization window to transmit and for how
many times. To make the problem mathematically tractable, we
first introduce simple network and source models.
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4.1.1. Network Model

We model the wired part of the network independently from the
wireless link. The packet loss experienced by the client will be a
combination of the wired and wireless part. We will assume the
two parts are time-invariant, memoryless and independent from
each other. The two loss probabilities associated with the wired
and wireless forward trips are  and �, respectively.

Let �� be the number of transmissions for packet � in the cur-
rent optimization instance. Let �� � �	�� ��� ��� be the history of
packet � in all previous optimization instances: the total number
transmissions of packet � (	�) and the number of ACKs received
from SA and client (�� and ��). Further, let ����� ��� be the prob-
ability that no transmission of packet � is successful given �� and
��. We have:

����� ��� �

�
� if �� � �
��� � � ��� ����������� o.w.

(1)

4.1.2. Source Model

We use the directed acyclic graph based source model introduced
in [10] to model our pre-encoded video sequence. Each frame � is
abstractly represented by one data-unit (���). For simplicity, we
assume a one-to-one mapping of data-unit to RTP packet. Each
��� is characterized by three numbers: delivery deadline ��, size
in byte�� and reduction in distortion 
�. ��� is correctly decoded
iff all ��� , � � � � � are correctly delivered by the delivery
deadline �� to the client, where � is the last I-frame. If correctly
decoded, ��� reduces distortion at the client by 
�.

4.1.3. Mathematical Formulation

The problem is given a window of data-units, what retransmis-
sion scheme to use to transmit the data-units in the window. We
derive the optimal retransmission scheme similar to [10]. The
scheme is formulated as a minimization of end-to-end distortion
subject to a transmission rate constraint. The optimizing variable
is � � ��� � � � ���, where �� is the number of times ��� is
transmitted in an optimization window. By transmission policy, we
mean how many times the data-unit is transmitted within a trans-
mission window. The transmission rate constraint �� can be set
using one of several standard congestion control algorithms such
as [3]. Mathematically, the optimization is then:

	
�
�

���� s.t. ���� � �� (2)

The rate term ���� is simple and can be written as:

���� �
�
�

���� (3)

Given the source model, the distortion term ���� is:

���� � �� �
�
�


�
�
���

��� ���� � ���� (4)

where �� is the initial distortion if no frame is decoded correctly,
and �� � �� denotes the set of data-units ��� depends on for
correct decoding.

Server Client

appl0Application
layer

p0
layer

Transport

p0b

appl2

p2
SA

p1

n0 n1 n2
layer

Network / Link

ACK/loss reports

ACK/loss reports
data packets

Fig. 3. Simulation Setup.

4.2. Solution

To solve (2), we employ a dynamic programming technique in-
spired by [9]. To simplify the discussion, we will assume for now
that the size of the optimization window � is �, and we are opti-
mizing a sequence of 1 I-frame plus dependent ��� P-frames. We
first define ���� ��, the additional distortion reduction from frame
� to � provided by policy vector � given the first �� � frames are
correctly decoded. It can be written as:

���� �� �
	�
��



�

��
��


��� ������ (5)

Clearly���� � ������� ��, and therefore maximizing ���� ��
is equivalent to minimizing ����.

The key observation is that (5) can be written recursively:

���� �� � ��� ���
� �
�� �

 ���� � �� ��� (6)

The dynamic programming solution can be derived from (6) nat-
urally by defining ����� �� as the optimal ���� �� given the rate
for frame � to � is �. Assuming we bound the maximum number
of transmissions for a given packet to be � , we have:

����� �� �

��
�
�� if � � �
	������ ���� ���
� �
��
�

 ����� � �� � ��
�
��� o.w.

(7)

����� ��� can now be solved recursively using (7). To reduce
complexity, each time (7) is solved, the solution is stored in the
��� �� entry of a dynamic programming table. This is such that
repeated sub-problems are solved only once. The complexity of
the algorithm is �����

� �.
Like [9],�����

� �means the algorithm is pseudo-polynomial.
In our case, it means a large running time for large ��. To reduce
the running time, we assume packets of data-units are approxi-
mately of equal size, and we express rate limit �� in number of
packets instead of bytes. Correspondingly, we replace ���� and
�
�
 in (3) and (7) with �� and �
 , respectively.

5. RESULTS

5.1. Simulation Setup

We performed simulations using Network Simulator 2 [12]. The
simulation setup is shown in Fig. 3. It has a transport layer duplex
connection (p0-p2) from the sender node n0 to the client node
n2, and a simplex connection (p1-p0b) from the SA node n1 to
the sender node n0.

In our simulation, the links n0-n1 and n1-n2 have constant
delay and uniform loss rates. An instance of the application, app0,
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sits at sender node and sends packets to the client using the first
connection. Each packet has a sequence number in the packet
header. There is a filter at the link from n1 to n2 that sniffs out
the packets targeted to the client and forwards it to p1, who sends
ACKs back to the sender using the second connection. The sender
performs the optimization above based on received ACKs.

5.2. Results

The objective measure we are using is average PSNR, calculated
relative to the uncompressed original video sequence. When the
receiver is unable to decode frame �, the most recently correctly
decoded frame � is used for display for frame �, and so we calculate
the PSNR using original frame � and encoded frame � instead. If
no such frame � is available, then PSNR is �.

For real video data, we use H.263 video codec to encode the
first 50 frames of the carphone sequence into a video stream, en-
coded at QCIF size, 230kps, 20frames/s and at I-frame frequency
of 25 frames. The resulting average PSNR for the compressed
stream is 37.01dB.

We assume an 1s delay between server start time and client
playback time. The size of the optimization window � is 10-
frame time or 500ms. Optimization is performed every 5-frame
time or 250ms. For each optimization instance, we assume a send-
ing rate �� of 6 packets per optimization period.

We evaluate our proposed solution by comparing three differ-
ent schemes: no-FB where no feedback is used, ClientFB where
only client feedback is used, and ClientFB + AgentFB where both
client and agent feedbacks are used. Fig. 4 shows the achieved
PSNR of the three schemes at different wired and wireless loss
rates, at wired and wireless delays of 30 � and 200 � respec-
tively. Due to the high delay associated with end-to-end feedback,
we see that client feedback alone is ineffective, resulting in negli-
gible gain over the no-FB scheme. In contrast, the additional use
of agent feedback can provide significant quality improvement.
Specifically, at low wireless loss rates of 0-1%, the use of agent
feedback improve PSNR by 1-2
� over the wide range of wired
loss of 1-10%.

Fig. 5 shows the PSNR achieved by the three schemes at dif-
ferent wired and wireless delay when the loss rates at the wired and
wireless networks are 5 and 1%, respectively. Again, we see that
client feedback alone is effective over the wide range of wired de-
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lay between 0 to 50 �, and wireless delay between 100 to 300 �.
In contrast, the additional use of agent feedback sustained a PSNR
improvement of 1 to 2
� over the same range. As expected, the
PSNR improvement decreases as the wired delay increases. Never-
theless, at a relatively high wired delay of 50 � and relatively low
wireless wireless delay of 100  �, a PSNR difference of 1.28
�
is still maintained.

6. CONCLUSION

In this paper, we proposed the use of a Streaming Agent at the
junction of the wired and wireless networks to provide additional,
and timely feedback to the servers. A specific optimized stream-
ing scheme exploiting such feedback is presented to demonstrate
potential benefits. Through simulation, it is shown that significant
PSNR improvement of 1 to 2 
� can be maintained over a range
of operating conditions.
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