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ABSTRACT 

It has been shown that an agent located at the junction of 
wired and wireless links can help streaming media systems iden- 
tify where packet losses occur and therefore maintain proper end- 
to-end congestion control. In this paper, we further expand the 
functionality of such agents in two ways. First, they allow stream- 
ing servers to identify the allowed transmission rate in both the 
wired and wireless parts of the path. Second, they serve as a relay 
to exploit the difference in transmission rate of the two pans. Sim- 
ulation results show that P S M  improvement of over 2 dB can he 
achieved without extra bandwidth usage in the bottleneck links. 

1. INTRODUCTION 

Much work on streaming media systems has been on enhancing the 
intelligence of the endpoints only [I]. Nevertheless, for streaming 
systems involving both wired and wireless links, the effectiveness 
of endpoint intelligence alone is limited due to the lack of infor- 
mation to elect proper actions (Section 2.1). As a result, archi- 
tecNres involving agents located at the junction of the wired and 
wireless networks have been proposed to enhance the information 
available to the endpoints (Sections 2.2-2.3). Examples include 
( I )  the RTP Monitoring Agenr of Section 2.2, which provides ad- 
ditional information so that streaming servers can identify where 
packet losses occur and therehy perform proper congestion con- 
trol, and (2 )  the Streaming Agenr version 1 of Section 2.3 which 
provide h e  grained packet reception feedback so that streaming 
servers can perform optimization as to which packets to transmit 
or retransmit. 

In this paper, we expand the capability of the agent in two 
ways. Fmt, it provide additional information so that the allowed 
transmission rate at both the wired and wireless pans of the net- 
work can he determined. Second, instead of sending feedback 
information only, the agent actively act as a relay between the 
streaming server and client to exploit any additional available band- 
width to reduce overall perceived distortion. Specifically, in the 
typical case when the available wired bandwidth, RI, is higher 
than the available wireless bandwidth. Rz, the agent can coor- 
dinate with the streaming server to use the excess wired band- 
width of RI - Rz to reduce the effective packet loss rate of the 
wired links. One possible way to achieve such effective reduc- 
tion of wired packet loss rate is through retransmission between 
the streaming server and the agent. On the other hand, when the 
available bandwidth in the wireless Link is higher, we can similarly 
exploit the excess wireless bandwidth of Rz - RI to reduce the 
effective wireless loss rate. 

The rest of this paper is organized as follows. Related works 
in using agents at the junction of wired and wireless networks are 

given in Section 2. Limitations of ‘the related works are summa- 
rized in Section 3. Our enhanced agent is then presented in Sec- 
tion 4. Simulation results, discussion and conclusion are finally 
given in Section 5, 6 and 7. 

2. RELATED WORK 

2.1. End-to-end Approach 

Conventional practice for streaming media over last-hop wireless 
network is to ignore the effects of the last hop wireless link and em- 
ploy endpoint media adaptations based solely on observable end- 
point statistics. Since endpoint statistics are aggregated across all 
wired and wireless links, it is impossible to distinguish the respec- 
tive conditions of the wired and wireless networks. 

The problem with the conventional practice is that the server 
can confuse losses due to wireless link failure as losses due to 
wired network congestion given only endpoint statistics. If losses 
are due IO wired network congestion, then the server should per- 
form endpoint congestion control and reduce sending rate. Typical 
congestion control algorithms [2] decrease the sending rate with 
increasing round trip time and packet loss rates between two end- 
points. On the other hand, if losses are due to wireless link failure, 
then server should increase the error resiliency of the transmitting 
media stream while keeping the same sending rate. By not be- 
ing able to distinguish the two different types of losses, in the case 
when losses are caused by wireless link failure, the server confuses 
them as wired network congestion losses and will unnecessarily 
perform congestion control and reduce the sending rate. The end 
result is  a decrease in performance. 

2.2. RTP Monitoring Agent 

The solution proposed in [3] to solve this problem is the RTP moni- 
toring agent - a network agent, placed at the intersection of wired 
network and wireless link monitors existing streaming flows and 
periodically sends statistical feedback in the form of RTCP reports 
hack to the senders of the flows. As part of the RTP monitoring 
agent design, a skaping point, placed in front of the RTP monitor- 
ing agent, “adjusts the outgoing rate of all packet traffic to the rate 
of the radio link”. Essentially, the shaping point does the follow- 
ing. Let RI be the permissible bandwidth of the wired network 
as determined by a standard wired network congestion control al- 
gorithm such as [2], based on wired network endpoint observable 
round trip time and packet loss rate. Let R2 be the maximum 
sending rate permissible for the wireless link, as determined by 
the base-station during wireless link resource allocation phase of 
the connection setup. In the event that RI < Rz, the shaping point 
does nothing, and the streaming server sends at rate RI as a result 
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Fig. 1. RTP Monitoring Agent / Streaming Agent version 1 

of the default behavior of the wired congestion control algorithm. 
In the event that RI > Rz, the shaping point drops packets before 
packet arrival at the RTP monitoring agent until the server reacts 
to the drops by reducing the sending rate to Rz due to perceived 
wired network congestion control. See Figure 1 for an illustration. 

2.3. Streaming Agent version 1 (SAl) 

Because RTCP reports are sent in mid-term (on the order of of 
seconds) and do not contain information unique to individual pack- 
ets, it is argued in [41 [51 that RTCP reports from RTP monitoring 
agent is neither timely nor specific enough for certain application- 
level optimizations such as format-adaptation [41 or application- 
level retransmission [5] .  The solution is an enhancement to RTP 
monitoring agent so that timely feedbacks are sent in short-term 
(within a second), with each feedback packet containing informa- 
tion unique to the most recent K packets in the media stream. The 
enhanced agent is called streaming agent - denoted as streaming 
agent version 1 (SAI) to avoid confusion with this paper’s prc- 
posal. Using these fine-grained feedbacks from SAI, the sender 
can now perform above mentioned application-level optimizations 
more efficiently than statistical feedbacks from RTF’ monitoring 
agent or timely feedbacks from client alone. 

3. NETWORK UNDER-UTILIZATION OF SHAPING 
POINT 

Looking closely at the resulting behavior stemming from the use 
of the shaping point in [31 [41 [ 5 ] ,  we see that in the case when 
RI < Rz, the shaping point does not drop packets, and hence 
the feedbacks from the agent are reliable statistics of the wired 
network only. The information that the server can gather using 
feedbacks from agent and client are: 

1. Permissible sending rate in the wired network R1. 
2. Wired loss condition due to congestion. 
3. Wireless loss condition due to wireless link failure. 

In the case when RE > Rz, the shaping point drops packets before 
packet arrival at the agent to reduce sending rate to Rz .  After the 
sending rate has converged to the steady state Rz. the information 
that the server can gather in this case are: 

1. Permissible sending rate in the wireless link Rz.  
2. An upper bound of wired loss condition (the result of wired 

3. Wueless loss condition due to link failure 
loss plus drops at the shaping point). 

Of course, at any given time the server does not know whether it 
is in the fist or second case. In the absence of that knowledge, the 
server can only induce the following information: 

1. miu{RI, Rz}, which is the resulting sending rate. 

2. An upper bound of the wired packet loss condition. 

3. Packet loss in the wireless link only. 

Focusing on the first item, we see that although the available 
network resources are RI for the wired pan and R2 for the wireless 
pan, we are forced to send at the minimum of the two. This means 
available RI - Rz bandwidth is Left unused in the wired part when 
RI > Rz,  and Rz - RI bandwidth is  left unused in the wireless 
pan when RI < Rz. We identify this undesirable condition from 
the end application point of view as network under-utilization of 
the shaping point. 

4. STREAMING AGENT VERSION 2 (S.42) 

To alleviate the under-utilization problem, we propose a new ver- 
sion of the streaming agent (SA2) in this paper. Similar to pre- 
vious work [3] [4] [51, we place SA2 at the intersection between 
the wired network and the wireless link. Let Rz be the maximum 
permissible bandwidth of the wireless link, as determined by the 
wireless infrasuucture during the wireless link resource allocation 
phase of the wireless session setup. Rz is not likely to change dnr- 
ing the course of the streaming session, unless the mobile client 
moves to a new coverage area that uses a new base-station [61. 
The first task of SA2 is then to obtain Rz from the wireless in- 
frasuucture and inform the streaming server before the staR of the 
sfreaming session. 

The second task of SA2 is to provide timely feedback in the 
form of packet acknowledgment packets (ACKs), to the server so 
that it can determine the maximum permissible bandwidth of the 
wired network RI using a congestion control algorithm such as 
121. SA2’s timely feedback together with the client feedback also 
allows the server to perform timely application-level optimizations 
such as format-switching [4] and ratedistortion optimizedrems- 
mission [5 ] .  

As we will show next, knowledge of both RI and Rz, in- 
stead of min{R1, Rz} obtained using SA1, along with some as- 
sistance from SA2 such as adding error control codes to packets, 
enables the server to deploy error control mechanism that exploits 
the channel mismatch condition and maximally utilizes available 
resource. We consider two cases separately: when wired network 
bandwidth is smaller than wireless link bandwidth. RI < Rz, and 
otherwise. 

4.1. Fat Pipe Thin Pipe: R1 > RZ Case 

In the case when RI > Rz, server prepares a media sfream at 
R2 with the appropriate error resiliency for the wireless link loss 
process. During the streaming session, the server sends the media 
stream at rate Rz plus packet retransmission that uses the surplus 
RI - Rz in the wired network. At the edge of the wired network. 
SA monitors the RTP sequence number space of the media stream, 
sends ACKs back to the server to acknowledge packet arrivals, 
and drops duplicated packets to keep outgoing rate no larger than 
Rz. Using SA2’s ACKs, the server can perform application-level 
retransmission scheme such as one in [51. 

The reason retransmission is used instead of FEC in the wired 
network is twofold. First, delay is generally much smaller than 
that of the wireless link means retransmission is plausible even 
for small client buffer. Second, the performance of retransmission 
based schemes are less sensitive to burstiness in the packet loss 
process than FEC based schemes. 
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Fig. 2. Simulation Setup. 

0.03 0.03 32.71 
0.05 0.03 31.99 4.2. Thin Pipe Fat Pipe: RI < Rz Case 

In the case when R1 < RZ, SA2 can use the surplus RZ -RI band- 
width in the wireless link to correct losses in the wireless link. If 
the clients are unaware of the existence of SA2, the choices avail- 
able to SA2 to correct losses are limited. One example is selective 
repetition where SA2 selectively chooses more important packets 
and transmits multiple copies. In contrast, for SA2-aware clients, 
the effectiveness of using the excess bandwidth to lower perceived 
loss rate can be significantly improved. One example is the use of 
forward error correction (FEC). E C  is preferred on the wireless 
link, since it is well known that the wireless link delay for today's 
cellular network is quite large - on the order of lOOms [7]. As a 
result, relransmission schemes are not very effective over the wire- 
less link [5],  particularly when the wireless client buffer is small. 

As an implementation example. for every k correctly received 
packell at SA2, SA2 uses a (n, k) systematic Reed-Solomon ccde 
to produce n - k additional parity packets. A packet correctly re- 
ceived al SA2 is then lost at the client only if it is lost in the wire- 
lesslinkandatleastn-kotherpackersarealsolostinthewireless 
link. Let Q and 0 he the packet loss probability of the wired net- 
work and wireless link respectively. The end-to-end packet loss 
probability is then: 

34.59 
33.47 

Note thalby simply providing added FEC protection on pack- 
ets at the wiredlwireless junction, it is not necessary for the net- 
work agent SA2 to decode and interpret the payload of the packet. 
Hence, security protocol such as secure RTP [XI can still be de- 
ployed. This payload-ignorant security feature is kept in the R1 > 
Rz case as well, and it is a fundamental network agent design 
feanue that differs from proposals that advocate real-time video 
transcoding at the edges of wired networks 191. The simple addi- 
tion of FEC is also lightweight in implementation,,which is impor- 
tant when a large number of streams traverse the same base-station 
simultaneously. 

5. RESULTS 

5.1. Simulation Setup 

We pelformed simulations using Network Simulator 2 [IO]. The 
simulation setup is shown in Figure 2. It has a transport layer 
duplex connection @O-pZ) from the sender node no to the client 
node n2, and a simplex connection @l-pOb) from the SA node 
n l  to the sender node no. 

0.07 
0.03 
0.05 
0.07 

wired loss I wireless loss I w/o SA2 1 w/ SA2 
0.03 I 0.005 I 34.37 I 35.64 

0.03 31.43 32.29 
0.05 31.56 33.49 
0.05 31.01 32.84 
0.05 30.39 31.89 

0.05 0.005 32.81 34.40 
0.07 I CLL; I :::',; 1 33.38 
0.03 35.13 

32.44 34.00 
0.07 I 31.26 I 33.03 

Fig. 3. Results for RI > Rz Case 

Fig. 4. Results for RI < Rz Case 

In our simulation, the links no-nl and nl-n2 have constant 
delay and uniform loss rates. An instance ofthe application, app0, 
sirs at sender node and sends packets to the client using the first 
connection. Each packet has a sequence number in the packet 
header. There is a filter at the link from n l  to n2 that snif fs out 
the packets targeted to the client and forwards it to p l ,  who sends 
ACKs back to the sender using the second connection. The sender 
performs the optimization above based on received ACKs. 

The objective measure we are using is average PSNQ calcu- 
lated relative to the uncompressed original video sequence. When 
the receiver is unable to decode frame i, the most recently correctly 
decoded frame j is used for display for frame i, and so we calcu- 
late the PSNR using original frame i and encoded frame j instead. 
If no such frame j is available, then PSNR is 0. 

For real video data, we use H.263 video codec to encode the 
first 50 frames of the carphone sequence into a video stream, en- 
coded at QCIF size, 230kps. 20frames/s and at I-frame frequency 
of 25 frames. The resulting average PSNR for the compressed 
stream is 37.01dB. We assume an I s  delay between server stan 
time and client playback time. The delays on the wired network 
and the wireless Link are 50111s and lOOms respectively. 

5.2. Fat Pipe Thin Pipe: R1 > RZ Case 

For the more common RI > Rz case, we assume a 20% band- 
width excess RI - R2 is available for retransmission in the wired 
network SA2 detects and drops duplicated packets at the wired 
/ wireless network intersection by scanning at the RTP sequence 
number of the media flow. The retransmission scheme is a rate- 
distortion optimized discussed in [SI. We assume a layer of FEC 
is built into the media sveam at the sender to combat wireless loss 
so the resulting wireless loss is fairly small (less than 1%). The re- 
sults between the retransmission scheme not using SA2 and using 
SA2 are shown in Figure 3. The PSNR improvements range from 
1.26dB CO 1.84dB, with the largeimprovement faking place when 
the wired network is most poor and the wireless link is most clean. 
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53. Thin Pipe Fat Pipe: RI < R2 Case 

For the case when wireless link has a higher throughput than the 
wired network, recall we employ FEC of rate Rz - R I  at SA2 for 
the wireless link. We first assume the raw packet loss rates for the 
wired network and wireless l i i  OL and 8 are as shown in Figure 4. 
We assume a (1 1,lO) Reed-Solomon code is used at SA2, causing 
the wireless packet loss rate to drop using (1). Performing the rate- 
distortion optimized application-level retransmission discussed in 
151, using timely feedbacks from the SA2 only, the PSNR is in- 
creased in all cases as shown in Figure 4 with the addition of the 
(11,lO) RS code. The most dramatic improvement takes place 
when the wired and wireless network loss are the smallest. 

6. DISCUSSION 

In a nutshell, SA2 exploits on the difference in characteristics of 
the two channels. in particular. the different maximum sending 
rates in wired network and wireless link. It is interesting to note, 
however, that SA2 provides improvement only with non-zero net- 
work losses. Consider the following scenarios. 

Suppose the wired network transmits at RI without loss and 
the wireless link transmits at Rz without loss. Then no packet 
recovely mechanisms such as retransmission or FEC are necessary, 
and i t  is clear that the sender sends media streams optimally at 
min(R1, Rz}. This means SA2 is not useful in lossless network 
environment. 

We will next provide an idealized intuition of the gain in us- 
ing SA2. Suppose the wired network transmits at RI with loss 
probability 11 and the wireless link Uansmits at Rz with loss prob- 
ability 1 2 .  Suppose howeverthat there is no delay consuaint, i.e. a 
packet is useful as long as it is eventually delivered to the client. 
This is obviously no longer a streaming scenario: it can instead be 
a download-and-playback type application. Then, the capacity for 
the wired and wireless parts of the network are (1 - 11)Rl and 
(1 - 1z)Rz. respectively. 

Consider now that a network agent is used as a relay at the in- 
tersection of the wired / wireless intersection, where a sufficiently 
large initial buffer is used to buffer packets from the sender before 
transmitting packets to the client. Suppose that retransmission is 
performed separately between the sender and the agent, and be- 
tween the agent and the client. By sufficiently large buffer, we 
mean the likelihood that buffer is empty (buffer underflow) due to 
retransmission in the wired network is very small. In this case, it is 
obvious that system can achieve an overall capacity, given 
by: 

C,,,,t = min [(I - 11)R1, (1  - lz)RzI 
When no such special network agent is used at the wired / 

wireless network intersection, the sewer will transmits at a rate of 
min(Rl,Rz),  withend-to-endpacket lossrateof 1- (1-11)(1- 
fz). Hence, the capacity when the above network agent is not used, 
CN,A,, is given by: 

CN,A, =(1-11)(1  - l z ) m i n ( R ~ , R z )  
= m i n [ ( l - I ~ ) ( l - l z ) R 1 , ( 1  - l ~ ) ( l - l z ) R z ]  

Since both (1 - 11) and (1 - 1 2 )  are less than one in the non-trivial 
case, we have > CN,A, in general. Hence we can con- 
clude that a network agent in the intersection of wired / wireless 
intersection improve performance, even for non-streaming appli- 
cations. 

7. CONCLUSION 

In this paper, we show that using a new network agent, situated at 
the wired / wireless network intersection, streaming media quality 
can be improved by exploiting the difference in maximum rates 
between the wired network and the wireless link. The actual im- 
provement depends on the extent to which the rates are mismatched. 
and in our experiments, we show a PSNR improvement of up to 
2dB in video quality. 
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