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ABSTRACT

Gaze mismatch is a common problem in video conferencingravhe

the viewpoint captured by a camera (usually located aboveeer
low a display monitor) is not aligned with the gaze directiohn
the human subject, who typically looks at his counterparthia

center of the screen. This means that the two parties cammet ¢

verse eye-to-eye, hampering the quality of visual comnatiuo.
One conventional approach to the gaze mismatch problensigto
thesize a gaze-corrected face image as viewed from centieof
screen via depth-image-based rendering (DIBR), assunexigre
and depth maps are available at the camera-captured viet{goi
Due to self-occlusion, however, there will be missing pixil the
DIBR-synthesized view image that require satisfactorinfill

In this paper, we propose to jointly solve the hole-fillinglplem
and the face beautification problem (subtle modificationfaofal
features to enhance attractiveness of the rendered faca)wiified
dual sparse coding framework. Specifically, we first traio tiic-
tionaries separately: one for face images of the intendateoence
subject, one for images of “beautiful” human faces. Duripatke-
sis, we simultaneously seek two code vectors—one is sparthe i
first dictionary and explains the available DIBR-synthedipixels,
the other is sparse in the second dictionary and matcheswitéll
the first vector up to a restricted linear transform. Thisuees a
good match with the intended target face, while increasnogim-
ity to “beautiful” facial features to improve attractivesse Experi-
mental results show naturally rendered human faces withewtily
improved attractiveness.

Index Terms— Video conferencing, gaze correction, face beau-

tification, sparse coding

1. INTRODUCTION

With the advent of imaging and network technologies engflifiex-
pensive yet high-quality video capture and reliable highdwidth
transmission, video conferencing connecting two partggsmsated
by a large physical distance is now ubiquitous with toolshsas

viewpoint image as observed from the center of scregriuél
view) via depth-image-based renderif®IBR) [2], assuming tex-
ture and depth viewpoint imageare available from the capturing
camera(s) [3, 4, 5]. The key problem to this approach isdisec-
clusion hole-fillingproblem: spatial regions in the virtual view that
were occluded by foreground elements in the camera-captiee/-
point contain missing pixels and need to be completed satisfily.
While hole-filling for DIBR-synthesized images has beenradded
formally in the literature [6, 7, 8], to the best of our knoatge no
one has yet tailored a hole-filling algorithm specifically fmman
face for rendering of a natural gaze-corrected view.

In this paper, we propose to jointly solve the disocclusioteh
filling problem for human faces together with tfece beautifica-
tion problem in a unified sparse coding framework. Face beautifica
tion [9] is the process of subtly modifying facial featuresenhance
attractiveness of the rendered face. Unlike previous fillileg ap-
proaches [6, 7, 8] that attempt to fill in missing pixels usordy
available data in the current captured images, we assunevéile
ability of a large corpus containing imagestufththe rendered sub-
jectand a lot of “beautiful faces” when training two corresponding
dictionaries offliné—a fair assumption in the age of big data where
voluminous databases of images are easily accessiblggtihsmcial
networks and search engines. During view synthesis, weltsina+
ously seek two code vectors—one is sparse in the first detjoand
explains the available DIBR-synthesized pixels, the ohsparse in
the second dictionary and matches well with the first vecpotoua
restricted linear transform. The restriction of the linansform to
a pre-determined set ensures a good balance between rzsoijtyi
of the captured subject and proximity to "beautiful” facfahtures
to improve attractiveness. Experimental results showraiyuren-
dered human faces with noticeably improved attractiveness

The outline of the paper is as follows. We first overview re-
lated work in Section 2. We then overview our proposed joarey
correction / face beautification system in Section 3. We rilesc
in precise mathematical terms our dual sparse coding framkefor
joint hole-filling / face beautification in section 4. Fingllve discuss

Skypé and Google HangoutsA common problem with these tools experimentation and conclusion in Section 5 and 6, resgegti
is the gaze mismatclproblem: because the capturing camera typ-

ically resides above or below the display monitor while thenlan
subject tends to look at his/her counterpart in the centdéreo$creen,
the conversing parties cannot talk eye-to-eye, hampehiagjtality
of visual communication.

3A depth image is a per-pixel distance map measuring the pdlysep-
aration between objects in the 3D scene and capturing cantiean be
captured using depth sensing cameras such as Microsofttine

Leveraging on recent advances in 3D imaging [1], one com- 4jtis argued in [10] thabig data(explosion of collected data across net-
mon approach to the gaze mismatch problem is to syntheséze ttworks that are made available via efficient cloud-basedkxetr services) can

http://www.skype.com/
2http://www.google.com/hangouts/

fundamentally alter how traditional signal processingbtems are tackled.
In this work, we demonstrate how the gaze mismatch problembeaefit
from big data via offline training of appropriate dictioresi
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Fig. 1. Block diagram of the proposed joint gaze correction and fagautification system

2. RELATED WORK

The key component is the reconstruction and beautification
module, which jointly solves the self-occlusion hole-filiproblem

Gaze mismatch is a well known problem for video conferenc-for human faces together with the face beautification prokite a

ing [11], and there exist numerous solutions in the liteaf@2, 13,
3, 4, 5]. Early solutions [12, 13] performéchage-based rendering
(IBR) given stereo-captured viewpoint images, which tetwbe
computation-intensive. Leveraging on the recent advanaiepth
sensing technologies, more recent proposals [3, 4, 5] axan
captured camera provides both texture and depth imdge®IBR
synthesis of the gaze corrected view. Towards real-timelémp
mentation, these proposed solutions to the disocclusidefiiting
problem tend to be simple and ad-hoc, which work well if thenea
era viewpoint(s) and the target virtual viewpoint are natdpart.
However, for enhanced immersiveness during video conéargna
large display is often used, and the capturing cameras ckncaied
far from the screen center. Thus the resulting holes are|amd
our more sophisticated dual sparse coding scheme usingriices
tailored for the specific human subject can be more beneficial

Note that in our approach the needed dictionaries are ttaifie
fline using an available corpus of images, so the only conitylexur-
ing conferencing is the computation of appropriate spagséovs. It
is conceivable that this can be done in real-time for redslgreazed
dictionaries using the latest optimization tools such assha

While beautification has been studied in the literature fatic
individual images [9], doing so for video of human face in afeo-
encing situation brings new challenges of temporal coascst and
real-time implementation. Though not demonstrated in plaiger,
we believe our sparse coding approach (first in the beautdicét-
erature) can achieve both goals by initializing the spaesgors of
new time instant using optimized vectors of previous instearther
investigation of these two issues are left for future work.

3. SYSTEM OVERVIEW

The architecture of our proposed joint gaze correction and beau-
tification system is illustrated in Fig. 1. The system employwo
cameras facing the user on the left and right side of a dispiBR

is first used to synthesized a gaze corrected view, assureibgre
and depth maps are available at the camera-captured vietspoi
Due to self-occlusion, there will be missing pixels in theBRF
synthesized view image that require fillfag

5This texture-plus-depth video format requires compresefodepth im-
ages at sender, which has been intensively studied in rgears [14, 15].

6Filling of pixels not belonging to the human face is an orthig prob-
lem solvable using generic hole-filling techniques [6, 7,a8]d thus is not
considered in this paper.

unified dual sparse coding framework. This module reliestore
dictionaries, which are learned using two offline trainirgssof
images, which we assume can be collecqxtiori.

The dictionary used for face reconstruction is learned higgus
specific face photos of the current person in video conféngndt
has been observed that the space spanned by the appearéatesof
is relatively small, and the space spanned by a specific fasigi
nificantly smaller. Therefore, by using of such a dictionavg can
derive useful priors to obtain high-quality face reconstian.

The dictionary used for face beautification is trained bygsi
set of general beautiful faces, which in our case are celtebeau-
tiful faces of Asian film stars from the Internet. Throughwe can
exploit the discriminative nature of sparse represematqerform
face beautification. The atoms that yield the most compacesen-
tation should be preferred as the candidates of beautditafi hat
is, a beautified face can be represented as a linear condringti
these atoms. Furthermore, a restricted linear transfoomhtis em-
ployed to constraint the level of beautification, that ig thodifica-
tion should be subtle. The reconstruction and beautifingirocess
can be performed iteratively to obtain better results.

4. JOINT HOLE-FILLING AND FACE BEAUTIFICATION

We now discuss the details of the hole-filling / beautificaticodule.
We propose that a successful transformation must meetltbe/iiog
three criteria:

e Fidelity: holes in the DIBR-synthesized facial image must b
completed, resulting in a natural-looking human face.

e Attractiveness: The rendered face should have enhanced fa-
cial attractiveness, with “beautiful” local features.

e |dentifiability: Only subtle modifications should be per-
formed to the original face, so that the target human subject
is unmistakably recognizable.

The first and second criteria can be formulated as a dualespars
coding problem, where patchbased over-complete dictionary is
learned from example faces of the current person to chaizete
the structure domain of the current face, ané@urebased over-
complete dictionary is learned from a set of beautiful faafamovie
stars to characterize the feature domain of beautiful fatke third
criteria can be met by restricting the types of linear transftions
performed for different facial features to limit the degdebeauti-
fication. All of these criteria can be cast into a unified ojitiaion
framework to obtain final results.



4.1. Dual Dictionary Learning

How to derive appropriate dictionaries for dual sparse npds a
critical issue in our proposed scheme. Two separate daties are
learned for face reconstruction and beautification respyt

4.1.1. Dictionary Learning for Reconstruction

For face reconstruction, our purpose is to fill in holes erpoby
DIBR in the synthesized face image. In the literature, imagora-

tion using local patches has become very popular and wasrshow?

to be highly effective [17, 18]. Hence, for face reconstiact we
propose a patch-based local adaptive method to learn therdicy.
For given example face images of the current person, weabxdha
patches with overlaps. Then we classify the collected gatéhto
clusters with similar geometric structure by using keneans clus-
tering method [19], and model each cluster by learning a emtnp
sub-dictionary. Specifically, for a certain clustewhich includes

The first two terms in the objective function are the standmalse
coding to reconstruct the face vecter with respect to person-
specific dictionary®. The third and fourth terms perform sparse
coding to represent the reconstructed faBex with respect to
the beautiful-face dictionary@ for beautification purpose, where
the relationship between the two sparse code veatoend 3 is
established through a linear transfoim which denotes the trans-
formation from the reconstructed face to the synthesizeultifel
face. By constrainingL, we can limit the degree and types of
eautification performed to meet the identifiability crider

The objective function is not jointly convex i, 3 andL, but
is convex in one variable if others are fixed. Therefore, weera-
ploy the alternating procedure to optimize these variaibdeatively.
Specifically, to tackle the objective function in Eq. (2), separate
the objective function into three sub-problems, namelyspaod-
ing for the current face, sparse coding for beautiful face map-
ping function updating. This procedure is repeated untilveogence

n; image patches to be coded, we stack the vectors of patctees int after a maximum number of iteratiofis has been reached. In

matrix denoted byX;. Then, we learn an adaptive sub-dictiondry
that is most relevant tX,; by applyingprincipal component analy-
sis(PCA) onX;. PCA generates the dictionad; whose atoms are
the eigenvectors of the covariance matrixxof.

what follows, we will describe the initialization proceskree sub-
problems and their optimal solutions.

4.2.1. Initialization Process

Since the patches in a cluster are similar to each other, the

sub-dictionary is not necessary to be over-complete, Husudd-
dictionaries are combined together to construct a large caplete

dictionary ® to characterize all possible local structures of the

face [19].

4.1.2. Dictionary Learning for Beautification

Even though faces are objects with large varieties, theynaéde

We obtain the initial sparse representation coefficientsy solving
the following problem:

arg min {|[x — a3 + Aiflall, } . ®)

The optimization solution oftx can be effectively and efficiently
solved by a fast;-minimization algorithm, known agdugmented

up of several basic features, such as eyes, eyebrows, ndse dnargrangian Method§ALM) [20]. And the linear transformation

mouth. Studies have demonstrated the importance of fazadlifes
in beauty judgment tasks [16]. For face beautification, vke ta
feature-based dictionary learning approach. Given a diofaice
as input, we first identify a set of facial landmarks [21]. Whe
according to the locations of landmarks, we extract sixsdasof
facial features including: left eye, right eye, left eyelraight
eyebrow, nose and mouth. In practical implementation, waato
beautify the mouth, since it typically moves fast and oftarir the
conferencing video. We construct a sub-dictionary for daealture.
Specifically, for a feature; of the current face, we collect suf-
ficient example featured; = [vi,va,- -, vy,] from the beautiful
face dataset as training samples. Light normalization ifopmed
on the training samples to cancel the influence of differigfiting
condition. We propose the following model for light nornzaliion:

v (v — min(v;)) (max(x;) — min(x;))
' max(v;) — min(v;)

@)

+ min(x;)

L is first initialized as a scalar matrix for the purpose of abglo
weighted linear combination of current-face feature aedsthr-face
feature. More specifically, we initialize asL = 0.4I to limit the

level of beautification, wherkis the identity matrix.

4.2.2. Optimization with respect 1®

With the initialization ofL as a diagonal matrix and the derived
in Eq. (3), the optimization problem with respect@decomes:

arg;lin{H(I’a—L‘I’ﬁHg+/\2H/3||1}' )

Finally, the sparse representation coeffici@rtan also be obtained
via ALM as done previously foex.

wheremin(-) andmax(-) represent the minimization and maximiza- 4-2-3. Optimization with respect 1o

tion operators. After light normalization, the trainingrgales them-
selves are used as base elements of the beautificatiomdicti® .

4.2. Joint Sparse Coding

We achieve the overall objective by finding sparse code veeto

With the derived coefficientac and3, we update the linear transfor-
mationL as the following minimization problem:

arg min | ®@a — LEA|. (5)
LeL

and 3 with respect to the two trained dictionaries, as well as the, 54 ctical implementation, we restriktto be a few simple known

linear transformatiorL, via minimization of the following energy
function:
arg min ||x — <I’a||§ + Al
h i @
+ | ®a — LEB; + A8, -

linear transformations, such as rotation, scaling, stgftivhich con-
struct the set.. Then, the problem of optimizink converts to sim-
ply search through the defined transformations. In this weayde-
gree and types of beautification is constrained, thus, rézability
is maintained in the beautification process.
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Fig. 2. Results of gaze-corrected face reconstruction and lieatitin.

4.2.4. Optimization with respect t®

Fixing 3 andL, the sub-problem for optimizing code vectarbe-
comes:

argmin {|x — @3 + \iflall, + |®a - LEB|3} (6)

With simple algebra and deleting the constant, the abovectig
function can be reformulated as a standard sparse codifepno

argmin{H% (x+L¥B) — Pa

2

+ Alllalll} - M
2
which also can be efficiently solved by the ALM algorithm.

5. EXPERIMENTATION

In this section, experimental results are presented to dstraie the
performance of our proposed joint gaze-correction and tifezad
tion scheme. In our experiments, the specific face dataseiisti-
tuted by face regions of the camera-captured viewpointsoaimelr
frontal photos of the current person. The star faces datsset-
lected from the web, including 600 samples for male and femal
respectively. To reduce the influences of age, skin coloraihdr
irrelevant factors, we only select young East Asian male fand
male film stars in frontal view, without glasses, to condtrstar
face training set. All star faces are normalized by the distabe-
tween pupils of the test face, and are aligned to bring the &ythe
same location. Other preprocessing procedures are nemdgtas
face detection and alignment. Two different dictionariestaained
for female and male star faces. For simplicity, to simulat8®
disocclusion holes, we manually inject random impulse emisto
camera-captured frontal-view images as input to our facenstruc-
tion / beautification algorithm. In practical experimerabput 30%
of all pixels are corrupted by impulse noise.

' s Te;ITr

-
ot

-

The first row: reconstructed faces, the second bmautified faces.

The results of reconstructing and beautifying the gazeected
face generated by DIBR are shown in Fig.2, including two ntede
samples and one female sample. Visually, it can be seerhihéitst
male test subject has enlarged eyes and relatively thigledrews.
The second male test subject has more beautiful shapesfey#s,
and the wrinkles around the eyes are eliminated. The feneale t
subject has enlarged eyes, which improve attractiveneete tat
in each of these subjects, the difference between the afifgioe and
the beautified one is quite subtle, and thus the resemblataebn
the two faces is unmistakable. Yet, the subtle changeslgleave a
substantial impact on the attractiveness of these faces.

6. CONCLUSION

Gaze mismatch is a known problem in video conferencing.
this paper, we propose to jointly perform hole-filling in ORB
synthesized gazed-corrected view and face beautificatioane
unified sparse coding framework. Assuming the availabibitya
large corpus of images priori—a reasonable assumption in the era
of big data—the key idea is to learn two dictionaries offlioae
for target human subject and one for “beautiful” faces), fsat in
real-time two sparse code vectors can be sought: one explaén
synthesized pixels from camera-captured view(s), and ppeoai-
mates features of beautiful faces. A linear transform thegsrfrom
one reconstruction to another is carefully chosen to enwoeg-
nizability of the conferencing subject. Experimental tesshow
naturally rendered faces with enhanced attractiveness.
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