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Abstract

Eye gaze is now used as a content adaptation trigger in interactive media applications, such as customized

advertisement in video, and bit allocation in streaming video based on region-of-interest (ROI). The reaction time

of a gaze-based networked system, however, is lower-bounded by the network round trip time (RTT). Furthermore,

only low-sampling-rate gaze data is available when commonly available webcam is employed for gaze tracking. To

realize responsive adaptation of media content even under non-negligible RTT and using common low-cost webcams,

we propose a Hidden Markov Model (HMM) based gaze-prediction system that utilizes the visual saliency of the

content being viewed. Specifically, our HMM has two states corresponding to two of human’s intrinsic gaze behavioral

movements, and its model parameters are derived offline via analysis of each video’s visual saliency maps. Due to

the strong prior of likely gaze locations offered by saliency information, accurate runtime gaze prediction is possible

even under large RTT and using common webcam.

We demonstrate the applicability of our low-cost gaze prediction system by focusing on ROI-based bit allocation

for networked video streaming. To reduce transmission rate of a video stream without degrading viewer’s perceived

visual quality, we allocate more bits to encode the viewer’s current spatial ROI, while devoting fewer bits in other

spatial regions. The challenge lies in overcoming the delay between the time a viewer’s ROI is detected by gaze

tracking, to the time the effected video is encoded, delivered and displayed at the viewer’s terminal. To this end, we

use our proposed low-cost gaze prediction system to predict future eye gaze locations, so that optimized bit allocation

can be performed for future frames. Through extensive subjective testing, we show that bit-rate can be reduced by

up to 29% without noticeable visual quality degradation when RTT is as high as 200ms.
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I. INTRODUCTION

Eye gaze tracking—the inference of a viewer’s point of visual focus based on camera-captured images of the

eye(s)—has been intensively studied in the last decade [1, 2], to the level of maturity that it is now a commercially

available technology [3, 4]. To unlock the potential of this new tool, many applications now employ eye gaze as a

content adaptation trigger for media interaction. One example is large display customization [5], where the visual

content rendered is adaptively composed (e.g., insert customized advertisements) according to tracked past and

current gaze locations. Another example is immersive gaming [6], where different animated non-player characters

(NPC) react differently depending on which NPC the viewer is currently looking at and showing facial expressions.

For networked media systems, gaze data are collected at a client in real-time and sent to a server to effect

changes in media content. The reaction time of the gazed-based trigger, however, is lower-bounded by the round

trip time (RTT) of the transmission networks. For today’s Internet, RTT can be as large as 200ms, which significantly

exceeds the 60ms threshold [7] for tolerable lag between a change in viewer’s visual focus and the corresponding

content update in gaze-contingent displays (GCD) [8]. This large RTT delay severely limits the efficacy of gaze-

based networked media systems. Hence, predictive strategies are necessary for effective application of eye gaze to

networked interactive media systems.

In this paper, we propose a low-cost gaze prediction system using our proposed Hidden Markov Model (HMM)

to predict viewer’s gaze location in the future (RTT seconds from the present), so that the server can adapt media

content using the predicted gaze locations instead of the most recently tracked gaze locations, reducing end-to-end

reaction delay. The key idea is to establish correlation between tracked eye-gaze movements and the current video

content being watched, so that future gaze locations can be predicted with the help of content analysis of video

that is about to be displayed. Such analysis can be performed offline computation-efficiently. Specifically, we first

design an HMM with two latent states that correspond to two of human’s intrinsic gaze behavioral movements:

tracking and saccade [9]. Tracking means a viewer is following the movement of an identifiable object in video.

Saccade means a viewer is shifting his visual attention from one object of interest to another. Thus, if a viewer

following an object in tracking state, then his future gaze location will likely be correlated with the future position

of the object.

HMM parameters (most importantly, state transition probabilities) are derived offline at server on a per-video

basis via analysis of the video’s visual saliency maps [10–12]. In bottom-up visual saliency models, by computing

weighted combinations of detected low-level features in a video frame such as lighting / color contrast, flicker,

motion, etc, a saliency map reveals, as a first order approximation, the amount of visual attention (saliency) each

spatial region in the frame will draw from the viewer. By analyzing how spatial saliency in video frames changes

over time, we can estimate the regions-of-interest (ROI) a viewer may choose to observe and how he may switch

ROIs over time, resulting in HMM state transition probabilities. Through saliency map analysis, we can also partition

the video into temporal segments of roughly stationary gaze statistics—each a set of consecutive frames that induce

observer’s gaze movements well described statistically by the same set of HMM parameters. During actual streaming,
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a window of noisy gaze observations are collected in real-time for a forward algorithm (FA) to compute the most

likely current latent state. Given the deduced HMM state, gaze prediction using Kalman filtering [13] is performed

to predict gaze location RTT into the future to reactively effect media content adaptation at server.

We demonstrate the applicability of our gaze prediction strategy through a networked video streaming application

that performs bit allocation based on ROI. In face of limited network transmission bandwidth, the conventional end-

to-end streaming approach [14, 15] is to throttle sending rate, so that limited network bandwidth can be properly

shared among competing users. Reduction of sending rate, however, causes a proportional degradation in video

quality due to more aggressive signal quantization, often resulting in unacceptable visual experience.

One can alleviate this bandwidth-constrained problem by exploiting unique characteristics of the human perceptual

system [7, 8, 16]. In particular, it has been shown [16, 17] that viewer’s ability to perceive details away from the

current gaze focal point falls precipitously as the angle away from the focal point increases. Thus, a smart bit

allocation scheme [18, 19] can allocate more bits to ROI to minimize noticeable quantization noise, and fewer bits

elsewhere. In this way, the perceived video quality remains the same while encoded bit-rate can be decreased. The

technical challenge, however, is to overcome the unavoidable delay from the time a ROI is estimated, to the time

the corresponding effected change in video bit allocation is executed, transmitted and rendered on the viewer’s

terminal. To overcome RTT delay, we use our proposed gaze prediction system to predict future gaze locations, so

that optimal bit allocation can be performed for future frames. Experiments using our developed real-time video

coding and streaming system, integrated with an off-the-shelf web camera and a software gaze tracker [20], show

that transmission rate can be reduced by up to 29% without loss of perceived video quality for RTT as high as

200ms.

The outline of the paper is as follows. We first discuss related work in Section II. We then discuss our proposed

HMM for eye-gaze prediction in Section III. We discuss how HMM parameters are derived via analysis of visual

saliency maps in Section IV. For a given estimated HMM state, we discuss how we predict gaze location RTT into

the future in Section V. Having obtained a gaze prediction, the corresponding bit allocation scheme is discussed in

Section VI. Experimentation and conclusions are discussed in Section VII and Section VIII, respectively.

II. RELATED WORK

We divide our discussion on related works into three sections: i) previous work in eye-gaze prediction, ii) previous

works in visual saliency maps, and iii) previous work in ROI-based bit allocation for video coding / streaming.

Finally, we discuss the novelty of this paper relative to our previous work on gaze prediction.

A. Eye-gaze Prediction

While eye-gaze tracking has been studied extensively in the literature [1, 2]—including newer systems that do not

require active calibration [21, 22]—there are relatively few prior work on eye-gaze prediction. Assuming a viewer’s

eye-gaze movements are either fixation or saccade, [23] first proposed a Kalman-filter-based eye-gaze movement

prediction scheme to predict viewer’s gaze location in the future. The same authors later improved their model by
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integrating it with a linear horizontal oculomotor plant mechanical model, a detailed motion model to predict eye

movements based on the mechanics of the human eye using a large number of parameters [24, 25].

Our gaze-prediction strategy differs from [24, 25] in two major respects. First, rather than modeling the mechanics

of the human eye, we approach the gaze prediction problem from a pure statistical learning perspective, where our

two-state HMM is simple and maps intuitively to two of human’s intrinsic gaze behavioral movements. Second,

unlike [24, 25] which predicted gaze movements in a content-independent manner, the major insight in our approach

is to establish correlation between eye-gaze movements and the video content being watched. We do so because it

has been shown in numerous subjective experiments in a variety of viewing scenarios [10, 26] that human visual

attention is very often driven by innate visual stimulus in the observed content. Hence it is quite reasonable to

assume that the aforementioned correlation exists and can be exploited for gaze prediction. This content-dependent

approach has two implications: i) we only need to estimate very few parameters in a simple HMM model, and ii)

only coarsely sampled gaze data are required to estimate the HMM state (tracking or saccade) an observer’s gaze

is currently in, so that a low-cost web camera capturing video at low frame rate (30 fps was used in our system)

can be used in place of more expensive standalone gaze trackers used in [24, 25], lowering the barrier to mass

deployment1.

B. Visual Saliency Map

Visual attention (VA) modeling has focused many research efforts in the last decade following up efforts from

the community of vision science and perception to better understand the fundamentals of visual attention. Several

computational models to emulate VA have been consequently proposed, detecting the locations that attract the eye

gaze. Most of the models compute a saliency map that values each pixel according to its visual saliency. While

top-down visual saliency modeling is also possible [27], we focus our discussion in bottom-up visual attention

process.

Several approaches, more or less biological, have been proposed. All the approaches share the same main principle:

saliency is closely related to singularity or rareness. They can be classified into three different categories:

1) Hierarchical models [10, 12, 28, 29] based on computational architecture characterized by a hierarchical de-

composition followed by ad hoc processing on each sub-band (e.g. DOG to mimic receptor field properties to

seek for singularities) to estimate the salience. Different techniques are then used to aggregate this information

across levels in order to build a unique saliency map.

2) Statistical models [30–32] based on probabilistic analysis of the content. Following the plausible link between

saliency and singularity, the saliency at a given location is defined as a measure of the deviation between

features at this location with respect to its neighborhood.

1We note that because our low-cost gaze prediction system only makes predictions when the estimated state is tracking (saccade is deemed

too complex to predict given the low sampling rate), the intended interactive media applications are limited to non-mission-critical ones, such

as ROI bit allocation as detailed in this paper, and others as described in the first paragraph in the Introduction.
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3) Bayesian models [33, 34] are useful to introduce prior-knowledge (e.g. contextual information like statistic

of natural scene) and another alternative to cope with the saliency/singularity link. For instance, Itti and

Baldi [34] introduced a Bayesian definition of surprise in order to measure the distance between posterior

and prior beliefs of the observers. They proved that this measure, the surprise, is related to visual attention.

The quantitative assessment of the performances of these different models is still an open issue, but it appears that

all these models reach similar results, whatever the assessment technique [35]. Our goal here is not to propose new

visual saliency maps, but to use saliency maps, computed using previously established techniques, to derive HMM

parameters offline in a computationally efficient way. This motivation is not unlike previous proposals that use

saliency maps to resolve uncertainty in gaze estimates [21, 22, 36], except that our derived HMM parameters reflect

the temporal aspect of expected gaze behavior, rather than the spatial aspect. In this paper, we selected methodology

in [10] to compute saliency maps, based on a plausible model of bottom-up visual attention. Considering previous

comments on performance, this model offers good performance with reasonable computational cost. An existing

implementation of the model is available at [37]. We note, however, that our proposed gaze prediction strategy is

agnostic to the particular type of saliency model, and thus can be made interoperable to other saliency models such

as [27].

C. ROI-based Bit Allocation for Video Coding / Streaming

The idea of preferentially allocating more resources to a region of interest during video encoding is not new [18,

19, 38]. While our primary interest is to use ROI-based bit allocation as a demonstration of the applicability of

eye gaze prediction, the availability of real-time eye-gaze information does provide a firm basis for determination

of ROI. In contrast, prior research without eye gaze information has to rely solely on video analysis such as high

frequency content [38] and motion content [18], with the aforementioned saliency map also a suitable candidate.

Nevertheless, it has been shown [39, 40] that prior knowledge and context play important roles in affecting viewer’s

attention. Thus, video analysis can at best provide a rough estimate of where viewers may look, in the absence of

real-time information.

In contrast, we use saliency maps of video content to train HMM parameters during offline analysis, but combine

real-time eye tracking information during stream time to determine ROI. The key challenge, which is the focus

of this paper, is to reduce the effect of time lag due to server-client RTT delay in a networked video streaming

scenario. We will show in conducted subjective testing in Section VII that ROI-based video encoding, where ROI

is determined solely by saliency analysis with no real-time gaze tracking, is noticeably poorer in quality compared

to video encoded in high quality for all spatial regions. On the other hand, our proposed ROI-based scheme with

real-time gaze tracking performs much better in comparison.

III. HIDDEN MARKOV MODEL FOR GAZE-TRACKING

In this section, we discuss how we model eye gaze of a human observer watching video using a hidden Markov

model (HMM) (section 13.2, pp.610, [41]). An HMM describes transitions of sequential state Xn’s, in discrete
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Fig. 1. Proposed hidden Markov model for eye gaze during video observation. Circles denote latent states T (tracking), which includes fixation

and smooth pursuit gaze movements, and S (saccade). α’s denote state transition probabilities. Y ’s denote the observations. v is the pixel

velocity vector. g is the gaze velocity vector. W ’s are the additive noise terms. Boxes denote observations.

time2 n ∈ Z+, where Xn is the state variable at time n. Each Xn can take on one of two possible latent states3.

State T (tracking) models the case when the gaze of the human observer is following the motion of an identifiable

object in the video. In the gaze literature [9], it is common to further categorize gaze movements into fixation,

which models the case when eye gaze is fixated at a stationary object, and smooth pursuit, which models the case

where gaze follows a slowly moving object. However, for our intended purpose of gaze prediction, we only need

to estimate the likelihood that the human observer has identified an object of interest and is currently tracking

it—doing so would mean his/her gaze location will likely coincide with the locations of the moving object in future

frames as well. Thus, for simplicity we use a combined state T to model observer’s tracking of object in video.

State S (saccade) models the rapid transition of observer’s gaze from one object of interest to another. More

precisely, for the purpose of gaze prediction, we interpret state S simply to mean gaze statistics that do not conform

to that of tracking state T. No gaze prediction is made when state is estimated to be S due to saccade’s more

unpredictable nature compared to state T. Note that this definition of saccade deviates slightly from others in the

literature [9], e.g., pursuit of a fast moving object (called catch-up saccade) will also be included in our definition

of saccade. Nevertheless, this classification is more practical for our purpose of gaze prediction. Further, note that

while other classifications of eye movements for the human eye are also possible [42], broadly speaking, fixation,

pursuit and saccade are the three most frequently cited and major eye movement types in the literature [9].

We construct our HMM to be first-order Markovian in that the determination of state variable Xn+1 at time

n + 1 depends solely on the value of Xn of previous time n. In particular, given Xn = i, the probability of

Xn+1 = j is represented by state transition probability αi,j of switching from state i to j. The model is hidden

since the state variables Xn’s are not directly observable; only observations Yn’s are observed, where each Yn

is generated by a random process dependent on current latent state Xn = i. The most likely state Xn given

2Z+ denotes set of positive integers.
3Since states {T,S} cannot be observed directly, they are commonly called latent states in the literature.
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observations Y1, . . . , Yn can be calculated using a simplified version of the forward algorithm (FA) (section 13.2.2,

pp.618, [41], to be discussed). In our gaze tracking scenario, observations Yn’s can be either x- or y-coordinates

of tracked eye-gaze locations on the display terminal; for simplicity, we construct the same HMM (but possibly

with different parameters) to model gaze movements in x- and y-coordinates separately4. How we reconcile the

two models during gaze prediction is discussed in Section V. Determining the most likely state Xn means, given

observed tracked gaze locations, identifying the most likely eye movement type between T and S. We describe the

two random processes, corresponding to latent states T and S, that generate observations next.

A. Tracking: following the motion of an identifiable object

Fig. 2. An unreliable eye gaze tracker often produces noisy observations. In this example, a viewer has focused on the red ball in this frame

220 of MPEG test sequence kids, but an eye tracker reports gaze location marked by the 5× 5 white square.

If the value of state variable Xn+1 is T (tracking) at time n+ 1, we model the emitted observation Yn+1 as the

sum of previous observation Yn plus a pixel velocity vector5 vn(Yn), plus random noise WT :

Yn+1 = Yn + vn(Yn) +WT (1)

vn(Yn) is the velocity vector of the viewed pixel, as indicated by gaze point Yn, from frame Fn of time n to frame

Fn+1 of time n+ 1, and WT is a zero-mean Gaussian random variable with variance σ2
T . If the gaze point of the

observer in frame Fn is known precisely, vn(Yn) can be estimated straightforwardly via video content analysis.

For example, one can use optical flow algorithms [43], or more computation-efficient block search commonly used

in video coding standards like H.263 [44], H.264 [45]: first identify the macroblock that contains the viewed pixel

at time n, then find the best matched macroblock in frame Fn+1 in terms of RGB pixel values, and calculate the

4While it is possible to construct a single HMM to jointly consider both x- and y-coordinates, we choose to construct separate HMMs for x-

and y-coordinates for two reasons: i) a simpler model requires fewer data samples for the few model parameters to converge, and ii) a simpler

model has lower complexity (our gaze prediction algorithm must be executed in real-time).
5While pixel velocity vn can also be considered as an observation, it is essentially a derivative of observation Yn—movement of observed

pixel located at Yn from frame Fn to Fn+1. Thus we will only write Yn as the sole independent observation value for each instant n.
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corresponding motion vector. The probability of observing Yn+1 (emission probability) given current state is T is

hence:

PT (Yn+1|Yn) = fσ2
T

(Yn+1 − Yn − vn(Yn)) (2)

i

j

Fn n+1F

Fig. 3. Calculation of forward motion vector candidates in next frame Fn+1 given eye gaze data Yn at location (i, j) in frame Fn.

Unfortunately, the problem with (2) is that the true gaze point in frame Fn is not known precisely due to noise

in the observation. That means that if a viewer is actually following a moving object but gaze point is not on the

object due to noise (as shown in Fig. 2), then the calculated motion vector vn(Yn) will be erroneous.

To circumvent this problem, we perform multi-block search as shown in Fig. 3. For given observed gaze location

Yn, we first identify a neighborhood of macroblocks around Yn. For each macroblock in the neighborhood, we

search for a best matched block in the next frame Fn+1 and calculate the corresponding motion vector vn. Among

all the calculated vectors vn’s, we identify the one that gives the largest conditional probability for state T:

PT (Yn+1|Yn) = max
vn∈Vn(Yn)

fσ2
T

(Yn+1 − Yn − vn)

v∗n = arg max
vn∈Vn(Yn)

fσ2
T

(Yn+1 − Yn − vn) (3)

where Vn(Yn) is the set of calculated motion vectors for a neighborhood of macroblocks around detected gaze

point Yn, and v∗n is the motion vector in Vn(Yn) that maximizes the tracking emission probability PT (Yn+1|Yn).

B. Saccade: switching fixation points

If the viewer is in state Xn+1 = S (saccade) at time n+ 1, the gaze of the viewer is not following an identifiable

object in the video, and thus is very likely switching from one object of interest to another. The transition process

usually lasts a short duration (20 to 200ms), and the movement is fast [9]—saccade is said to be the fastest movement

by the human body [9]. Fortunately, very often movement of the eye during one saccade is along a straight line [9].

Thus, if we are able to establish a gaze vector gn−h+1:n during saccade using previous observations Yn’s, then new

observation Yn+1 is previous observation Yn plus gn−h+1:n, plus a noise term WS,h.
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Mathematically, we write observation Yn+1 given viewer resides in state Xn+1 = S as follows6:

Yn+1 = Yn + gn−h+1:n +WS,h (4)

where gn−h+1:n is the mean eye gaze vector computed using most recent h ≥ 2 observations Yn−h+1, . . . , Yn.

WS,h is a zero-mean Gaussian variable, whose variance σ2
S,h depends on the number of observations, h, used to

compute gn−h+1:n. The idea is to capture the notion that, in general, the more recent observations Yn’s we use

to estimate gaze vector gn−h+1:n, the smaller the corresponding variance σ2
S,h of Gaussian noise WS,h should

be. gn−h+1:n can be computed using samples (n− h+ 1, Yn−h+1), . . . , (n, Yn) via linear regression (section 3.1,

pp.138, [41]). On the other hand, if gaze movement does not follow a straight line but a curvature instead (again,

in rare cases), then more samples do not lead to better estimate of gaze vector gn−h+1:n. In practice, we cap the

maximum number of samples used to be no larger than a parameter H (H = 15 is used in our experiments).

We can now write the emission probability PS(Yn+1|Yn, . . . , Yn−h+1) of observing Yn+1 given previous h

observations Yn, . . . , Yn−h+1 and current state is S as follows:

PS(Yn+1|Yn, . . . , Yn−h+1) = fσ2
S,h

(Yn+1 − Yn − gn−h+1:n) (5)

We notice that PT (Yn+1|Yn) in (3) and PS(Yn+1|Yn, . . . , Yn−h+1) have similar forms and would evaluate to

have similar values if v∗n and gn−h+1:n are similar (if the corresponding variance σ2
T and σ2

s,h are also similar).

This is the case when the observer is tracking an object in the video with slow linear motion, so that the motion

vector and gaze vector coincide. Clearly, we should label this case as tracking state T, indicating that we can predict

future gaze location with high probability. To disambiguate state S from T in this case, we do the following: we

add a weighting parameter 1 − eγ|v∗n−gn−h+1:n| to probability fσ2
S,h

, so that if motion vector v∗n is close to gaze

vector gn−h+1:n, then emission probability PS(Yn+1|Yn, . . . , Yn−h+1) is small. To summarize, we can replace the

earlier (5) with the following:

PS(Yn+1|Yn, . . . , Yn−h+1) = (1− eγ|v
∗
n−gn−h+1:n|) fσ2

S,h
(Yn+1 − Yn − gn−h+1:n) (6)

where γ is a parameter to control the weight factor (γ is set to −0.25 in our scheme).

C. Finding most likely latent states

To find latent state probability P (Xn = j) given a window of observations Y1, . . . , Yn, we derive a simplified

version of the forward algorithm (FA), which is the first half of the well known forward-backward algorithm (section

13.2.2, pp.618, [41]). It is a simplified version because, unlike the general case posed in [41], we do not have future

observations Yn+1, . . . when estimating Xn given real-time collected observations Y1, . . . , Yn.

6There are many possible ways to model the complex saccade movement; we choose the simplest linear motion model for complexity reason.
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Fig. 4. Trellis corresponding to a 2-state HMM. A Forward Algorithm can find the most likely state Xn given observations Y1, . . . , Yn’s.

Mathematically, we seek to find latent variable X∗n that maximizes the posterior probability P (Xn|Y1, . . . , Yn)

given observations Y1, . . . , Yn. Using Bayes’ theorem, we can write:

X∗n = arg max
Xn

P (Xn|Y1, . . . , Yn)

= arg max
Xn

P (Y1, . . . , Yn|Xn)P (Xn)

P (Y1, . . . , Yn)

= arg max
Xn

P (Y1, . . . , Yn, Xn) (7)

This last line follows since the choice of Xn does not affect P (Y1, . . . , Yn). As done in [41], let a(Xn) =

P (Y1, . . . , Yn, Xn). a(Xn) can be written recursively (equation (13.36), pp. 620, [41]):

a(Xn) = P (Yn|Xn)
∑
Xn−1

a(Xn−1)P (Xn|Xn−1) (8)

Note that (8) is computed in a recursive manner, meaning that as a new observation Yn+1 arrives, previously

computed a(Xn)’s can be used for the computation of a(Xn+1)’s, instead of computing the entire observation

sequence Y1, . . . , Yn+1 again. This is equivalent to constructing a new stage of a trellis of two states representing

a(T) and a(S) at instant n+ 1, reusing computed states of the previous stage at instant n, as shown in Fig. 4.

To solve (8) we still need to complete two additional practical details. First is initial conditions, which can be

calculated easily as follows:

a(X1) = P (Y1, X1) = πXP (Y1|X1) (9)

where πX is the steady state probability of the Markov chain for latent state X .

The second is scaling factor. Because for each recursive call in (8) we need to multiply emission probability

P (Yn|Xn) which can be much smaller than 1, a(Xn) can become very small very quickly, leading to numerical

instability. As done in section 13.2.4, pp.627, [41], we add in a coefficient cn so that the sum of all â(Xn)’s is 1.

(8) thus becomes:

cnâ(Xn) = P (Yn|Xn)
∑
Xn−1

â(Xn−1)P (Xn|Xn−1) (10)

where cn is chosen so that
∑
Xn

â(Xn) = 1.
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IV. ANALYSIS OF VISUAL SALIENCY MAPS

A. Overview of Saliency Map Analysis

For the previously presented HMM to correctly model a viewer’s eye-gaze movements during playback of a

video clip, model parameters (most importantly, HMM state transition probabilities) appropriate for the observed

video clip must be derived. Different video contents contain different visual excitation through stimuli properties,

inducing different amount of eye-gaze movements from viewers. For example, a video capturing a head-and-shoulder

sequence of the president addressing the nation may induce very few gaze movements, while a dance music video

with lots of new objects entering and leaving the scene may induce a lot. Thus, finding suitable HMM parameters

given the visual activities of the video is important for eye-gaze movement modeling.

One brute-force method to derive appropriate HMM parameters for a given video content is to conduct extensive

eye-gaze experiments [46], using a real-time gaze tracking system [20], with a sizable group of test subjects. This,

however, is clearly too time-consuming and cost-ineffective for a large number of video clips.

Instead, we propose an alternative method to derive HMM parameters per video clip by analyzing the visual

saliency maps [10] of individual video frames across time. Computed saliency maps for individual video frames

describe visual attention variation spatially. For our purpose, we seek to describe visual attention variation of a

video temporally, i.e., how a viewer will shift visual attention from one object of interest to another over time,

which requires additional steps.

Our methodology is as follows. First, we define saliency objects within each video frame given calculated saliency

maps; as a first-order approximation, saliency objects are the only regions a viewer may observe at that particular

frame. Then, we derive HMM transition probabilities of a Markov model by solving consistency equations written

for different saliency objects across consecutive frames. Finally, we can optionally segment a video into shorter clips

of roughly stationary gaze statistics7 by computing the Kullback-Leibler (KL) divergence using motion-compensated

saliency maps of consecutive frames. We describe these steps in order next.

B. Identification of Saliency Objects

We first compute visual saliency maps for all video frames using methodology in [10]. As an example, in Fig. 5

we see an original video frame, frame 157 of MPEG test sequence table, and its corresponding computed saliency

map. We see that saliency values are highest around the ping-pong ball and the hand, agreeing with our expectation

of visual attention for this frame.

1) Finding Initial Saliency Objects: Having computed visual saliency maps, we first normalize each individual

map, so the sum of all saliency values in a map equals to one. We then find a set of saliency objects in each map.

We define a saliency object as a spatially connected region with per-pixel saliency value larger than a pre-defined

threshold τs. As a first order of approximation, we assume these are the only video objects a viewer will observe

7By a video clip of stationary gaze statistics, we mean a set of consecutive video frames where the induced gaze movements can be modeled

by the same set of HMM parameters.
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(a) original video frame (b) corresponding saliency map

Fig. 5. Original video frame 157 of MPEG test sequence table, and the corresponding visual saliency map, calculated using method in [10].
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(a) saliency map w/ threshold (b) saliency objects

Fig. 6. Normalized saliency map after applying threshold, and resulting salient objects in video frame 157 of sequence table.

in the given frame. A viewer may of course have gaze locations outside of these saliency objects; we assume that

such occurrence means the viewer is in the process of switching from one saliency object to another; i.e., he is

in saccade state at this frame time. Returning to our earlier example, we see in Fig. 6(a) the normalized saliency

map with normalized saliency values below threshold τs set to zero, leaving only two saliency objects in the map.

Correspondingly, we see the saliency objects in Fig. 6(b).

2) Merging of Saliency Objects: Because the computed saliency maps can be noisy, it turns out that finding a

single appropriate threshold τS a priori that can identify reasonable saliency objects in all saliency maps of a video

in time is difficult. To ease the burden of the threshold selection, we perform the following two procedural steps

after initial saliency objects are found in a frame. First, if only a single saliency object is found in a frame, we

incrementally lower threshold τS until a second saliency object is discovered. We do so because, by definition, the

probability of a viewer being in saccade state in any frame is non-zero (i.e., there is a non-zero chance of a viewer

switching objects of interest in any frame), and having a single saliency object means there are no other objects

to switch to. Performing such procedure usually means the size of the original single saliency object increases as

threshold τS is lowered. This agrees with intuition: the original object remains the main object with the strongest

visual attention despite the decrease in threshold.
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frame t

sal. obj 1

r

sal. obj 2

sal. obj 3

s

Fig. 7. Example of how two small saliency objects (obj. 1 and obj. 2) are merged using search radius rs.

Second, for each discovered saliency object, we search within a radius rs of the object’s center8 to check if

another object is in the vicinity. If so, we merge the two objects via convex combination. In Fig. 7, we see saliency

object 1 is within radius rs of object 2’s center, so we merge the two objects into one. The motivation of saliency

object merging is the following. A viewer necessarily looks at a group of pixels at a time. So if a very small object

ot,i (smaller than a circle of radius rs) is in the vicinity of another object ot,j , then the viewer is also looking at

object ot,j when observing ot,i. Thus it is sensible to merge the two objects.

frame t−1 frame t

sal. obj 1 sal. obj 2

sal. obj 3

sal. obj 1

sal. obj 2

sal. obj 3

Fig. 8. Example of how correspondence of saliency objects located in pairs of consecutive saliency maps are found using motion estimation

(ME).

3) Correspondence of Saliency Objects: We can establish correspondence among saliency objects in consecutive

frames using motion estimation (ME), commonly used in video compression algorithms [44, 45]. In details, for each

block k (we use 8× 8 in our experiments) in a saliency object ot,i in saliency map of instant t, we find the most

similar block in saliency map of instant t− 1, i.e. the block with corresponding RGB pixel values in the original

video frame t − 1 that most matches RGB pixel values corresponding to block k in frame t. If the most similar

block in saliency map t− 1 belongs to a saliency object ot−1,j , then object ot−1,j in map t− 1 and object ot,i in

map t could potentially be the same object. If a sufficiently large fraction of blocks k’s in ot,i map to the same

object in ot−1,j , then we declare they are the same object. If no such object exists in previous map t− 1, then we

8An object center (cx, cy) is the Cartesian center of the object, where cx and cy are the arithmetic means of the x- and y-coordinates of

every pixels in the object.
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declare object ot,i to be a new object appearing for the first time in map t. As an example, in Fig. 8, we see that

a block in object 2 in frame t has found a matching block in object 2 in frame t− 1.

C. Deriving Transition Probabilities

Having identified saliency objects across frames, we now derive state transition probabilities for our eye-gaze

HMM. As an illustrative example, we examine the simple case where there are the minimum two salient objects

in consecutive frames t and t+ 1. Denote by pt,1 and pt,2 the probability that a viewer will fix his gaze in each of

the two objects, respectively, in frame i. Similarly, denote by pt+1,1 and pt+1,2 the corresponding probabilities for

frame t+ 1. Let st and st+1 be the probabilities that a viewer is in saccade state in frame t and t+ 1. Because we

know the volume of visual saliency for each saliency object (sum of computed saliency pixel values within each

object) and saccade spatial region (area not covered by saliency objects), we can calculate the relative probability

size of objects by comparing their volumes in each frame:

st = pt,1/βt,1 = pt,2/βt,2

st+1 = pt+1,1/βt+1,1 = pt+1,2/βt+1,2 (11)

where β’s are the scaling factors among objects in each frame.

Further, we know that the sum of probabilities in each frame must equal 1:

pt,1 + pt,2 + st = 1

pt+1,1 + pt+1,2 + st+1 = 1 (12)

Together with (11), we can determine the gaze probability of each object in each frame. This is true no matter how

many saliency objects are in each frame.

To calculate the state transition probabilities α’s, we apply the definition of state transition to the objects of these

two frames. We can write the probability pt+1,1 of object 1 in frame t + 1 as the sum of probabilities of objects

in previous frame scaled by view transition probabilities α’s:

pt+1,1 = pt,1 αTT + st αST

(
βt+1,1∑2
i=1 βt+1,i

)
(13)

Note that the probability st αST from state S to T must be split between the two objects, according to their relative

volumes.

We can write a similar equation for probabilities pt+1,2 of moving objects 2 in frame t + 1. Further, we can

similarly write state transition equation for the saccade state as well:

st+1 = αTS

2∑
i=1

pt,i + st αSS (14)

Note that we have now three state transition equations for the four unknown α’s. In general, one can obtain k+1

state transition equations for k saliency objects. In addition, we know the sum of probabilities leaving a state in a
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HMM must also be one:

αTT + αTS = 1

αSS + αST = 1 (15)

These two linear equations, together with the earlier derived three linear state transition equations, means that

we have more equations than unknowns. We hence compute α’s as follows. We rewrite each linear equation i with

an additional noise term ni at the end. The set of linear equations becomes:

Ca = b + n (16)

where a = [αTT , αTS , αSS , αST ]T is the vector of α’s we are seeking, C is the coefficient matrix, b and n are

the constant and noise vectors, respectively. It is well known that the a∗ that minimizes the noises n in a mean

square sense is computed as follows:

a∗ = C+b (17)

where C+ = (CTC)−1CT is the Moore-Penrose pseudo-inverse of matrix C.

Having computed sets of transition probabilities α’s each using different pairs of neighboring saliency maps in

time, the transition probabilities for the video is simply the average of the computed sets of transition probabilities.

We can then also compute the steady state probabilities π’s of the HMM by performing eigen-analysis as typically

done in the literature.

D. Partitioning Video into Stationary Segments

For better performance, video can be partitioned into segments of roughly stationary gaze statistics, so that

segment-specific HMM parameters can be used. While there are several methods in literature to divide video into

segments corresponding to stationary content, our purpose requires an alternative approach. The segmentation should

not rely directly on the analysis of the video content itself but on the visual saliency instead. For instance, if two

different video shots have similar saliency characteristics, then there is no reason to use two different set of HMM

parameters. Consequently, we propose to track how fast gaze statistics are susceptible to change in the video based

on saliency map analysis in time.

We first compute motion-compensated saliency maps: after identifying saliency objects in saliency map t and

t+ 1, for each corresponding saliency object pair in map t and t+ 1, we relocate the object in map t+ 1 to match

the location of the corresponding object in map t. Such relocation process allows easier comparison of saliency

characteristics frame-to-frame in terms of gaze statistics, particularly when a salient object is in motion.

The comparison is achieved treating saliency map φt at t and motion-compensated saliency map φt+1 at t + 1

as probability distribution functions, and compute the Kullback-Leibler (KL) divergence as follows:

dKL(φt||φt+1) =
∑
i

φt(i) log

(
φt(i)

φt+1(i)

)
(18)
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If the computed KL divergence exceeds a certain threshold τKL, then we declare there is an abrupt change in

statistics, and we can partition the video clip into two segments of roughly stationary gaze statistics.

V. GAZE PREDICTION USING KALMAN FILTER

We have discussed how to determine the most probable latent state Xn in HMM given observations Y1, . . . , Yn

in Section III. In this section, we discuss how a future gaze location Ŷn+RTT can be estimated RTT gaze samples

into the future. Smart bit allocation can then be performed to assign finer quantization parameter (QP) for ROI

centered on predicted location Ŷn+RTT , and coarser QP for other spatial regions in a coded frame (to be discussed

in Section VI).

We stress here that we perform gaze prediction only if the most likely state is T. This may seem counter-intuitive,

since it is commonly accepted that the human eyes cannot perceive any visual details when in saccade state S [42],

and so it appears that, for the ROI bit allocation application, the greatest bit-saving can be achieved when the

viewer is in state S. However, the duration in which a viewer stays in state S is typically very short [9], and gaze

will soon stop at an unpredictable new object of interest. Thus, reducing bit-rate through coarser quantization of

the video frames when viewer is in state S poses a significant risk of not reacting fast enough to improve video

quality back up when viewer suddenly switches from state S to T. This is particularly the case when a low-cost

web camera capturing video at a low frame rate is used for gaze tracking. Hence, we take the conservative approach

and perform no gaze prediction in state S.

Further, even if the most likely state is T, we perform prediction only if probability P (Xn = T|Y1, . . . , Yn)(αTT )RTT

exceeding a threshold τC for both x- and y-coordinate state estimation. In other words, we employ prediction of

gaze location to perform optimized bit-allocation only if :

1) We have confidence in our state estimation P (Xn = T|Y1, . . . , Yn); and,

2) The likelihood of the observer staying in state T RTT gaze samples into the future remains high.

For example, a long RTT between server and client, or a video content that contains many salient objects and

induces much gaze movement (small αTT ), will limit the fraction of time we actually make gaze prediction.

A. Gaze Data Denoising using Kalman Filtering

Given P (Xn = T|Y1, . . . , Yn)(αTT )RTT ≥ τC , we first denoise D latest samples of noise-corrupted observations

Yn−D+1, . . . , Yn into estimated gaze points Ŷn−D+1, . . . , Ŷn using Kalman filtering (KF) [13]. D is the size of

a small window of previous gaze samples (for complexity reason) that have been estimated to be state T during

HMM state estimation. To conform to the standard KF formulation, we modify previous notation to the following.

Let Ŷn and ˙̂
Yn be the true gaze location and velocity at time n. Denote by Ŷn = [Ŷn

˙̂
Yn]T the 2× 1 vector that

contains the true gaze location and velocity at time n. We write the evolution of Ŷn recursively as a linear dynamic

system (LDS):

Ŷn =

 1 (1− β)

0 (1− β)


︸ ︷︷ ︸

Fn

Ŷn−1 +

 β

β


︸ ︷︷ ︸

Bn

v∗n−1 +

 WP

0

 (19)
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where Fn and Bn are respectively the state transition and control-input models, v∗n−1 is the control vector (also

the emission probability maximizing block motion vector in (3)), and WP is a zero-mean Gaussian process noise

with variance σ2
P . In words, (19) states that the next true gaze location Ŷn is the previous gaze location Ŷn−1,

plus (1 − β) times the gaze vector ˙̂
Yn−1, plus β times the maximizing block motion vector v∗n−1, plus a noise

term WP . β is a parameter to control the convex combination of previous gaze velocity vector and motion vector

of the scene. In our experiments, β is set close to 1. Note that having first derived v∗n−1 using (3) during HMM

state estimation in Section III, it is then possible to write (19) as a LDS in each given instant n.

The observation Yn = [Yn Ẏn]T is simply Ŷn plus an observation noise term:

Yn =

 1 0

0 1

 Ŷn +

 WO

0

 (20)

where WO is a zero-mean Gaussian observation noise with variance σ2
O.

Having written the evolution and observation equation (19) and (20), we can compute the estimated gaze location

Ŷn−D+1, . . . , Ŷn using standard KF predict and update equations. See [13] for details.

B. Gaze Prediction using Linear Dynamic System

Given estimated gaze point Ŷn, we predict gaze RTT samples into the future using a similar LDS setup. However,

because there are no future observations available beyond Yn, Kalman filtering reduces to a simpler LDS setup

with no data denoising. We write a similar evolution equation for Yn into the future as follows:

Yn =

 1 (1− β)

0 (1− β)


︸ ︷︷ ︸

Fn

Yn−1 +

 βc1 . . . βcZ

βc1 . . . βcZ


︸ ︷︷ ︸

Bn


v1n−1

...

vZn−1


︸ ︷︷ ︸

un

(21)

where v1n−1, . . . , v
Z
n−1 are the Z block MVs around gaze point Yn−1.

In words, (21) states that gaze location Yn is the previous location Yn−1 plus (1 − β) times previous velocity

Ẏn−1, plus β times a weighted combination of MVs of the surrounding blocks v1n−1, . . . , v
Z
n−1, where weights ci’s

sum to 1,
∑Z
i=1 ci = 1. The weights c1, . . . , cZ are used to compensate for the fact that observation Yn−1 is not

available to select the MV that maximizes the emission probability, as done in (3). To predict gaze location RTT

samples into the future, we repeatedly compute (21), starting from the last estimated gaze location Ŷn. After RTT

iterations, we have an estimated gaze location Ŷn+RTT into the future.

VI. ROI BIT ALLOCATION FOR VIDEO ENCODING

In this section, we discuss a bit-rate allocation strategy as an application of our proposed HMM based eye-gaze

prediction method. Conceptually, human ability to appreciate pixel fidelity decreases continuously away from the

center of focus. Hence it is wasteful to encode visual information away from focus with high fidelity. In the previous

sections, we already described how to predict the location of future eye gaze Ŷn+RTT . One approach to exploit this
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knowledge of user’s visual focus is to continuously adapt each macroblock’s quantization parameter (QP) according

to a visual model [19]. Nevertheless, in this paper, we adopt a simpler approach in which a rectangular ROI is

determined, and one QP is assigned to the ROI, while a coarser (higher) QP is assigned to spatial regions outside

the ROI. This is due to its lower complexity, and the lower sensitivity to errors in focus determination. Specifically,

regions far away from focus is no longer subjected to extreme quantization, which yields little additional rate

reduction, but may attract unwanted attention due to large quantization artifacts, changing the visual saliency of the

original video frames [47].

A. Bit Allocation of ROI

As discussed in [17], the fall-off in human ability to appreciate pixel fidelity can be approximately modeled by

the contrast sensitivity (CS) of humans, which is the reciprocal of the contrast threshold (CT) given by:

CT (f, e) = CT0 exp
(
αf

e+ e2
e2

)
CS(f, e) = 1/CT (f, e)

where f is spatial frequency, e is the retinal eccentricity or the angle relative to the point of focus, and CT0, e2

and α are constants empirically determined to be 1/64, 2.3, and 0.106, respectively.

As done in [19], we determine the cutoff frequency, fc, by setting CT to one:

fc =
e2 log 1

CT0

α(emax + e2)
(22)

where emax is the maximum eccentricity in the video frame, which is the largest angle the screen portends relative

to the focus point. The average contrast threshold evaluated at spatial frequency fc inside and outside an ROI are

then computed, and the corresponding QP are chosen so that:

QPROI
CTROI

=
QPROI
CTROI

(23)

For ease of computation, we are primarily interested in having only two regions, namely inside and outside the

ROI, and having rectangular ROI. Nevertheless, the scheme can be trivially extended to multiple regions, and to

non-rectangular ROI.

In addition, the saliency map will change corresponding to the QP change. To avoid the effect, QP also should

be selected carefully according to:

DKL(QPROI +QPROI ||QPFull) < % (24)

B. Determining ROI for State T

Given a video frame with width w and height h, we choose a ROI of size w/2× h/2 centered at the estimated

gaze location. This allows at least 75% of the frame to be coded at a lower QP, while allowing a substantial region
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near the focus point to be at high quality. For experiments in Section VII with a field of view of 55 degrees, this

corresponds to a ROI with field of view of 30 degrees, which is quite large to comfortably capture regions of high

visual sensitivity.

C. Confirmation of ROI using Saliency Map Analysis

To ensure that the predicted observer’s gaze movement does synchronize with an identified moving object in the

video from frame Fn to Fn+RTT , we perform one final check to see if the predicted gaze location Ŷn+RTT lands

inside the same saliency object in frame Fn+RTT as it did in frame Fn. If it does not, then we declare uncertainty

in the prediction, and the entire frame is encoded in high quality.

VII. EXPERIMENTATION

We demonstrate the benefit of our proposed HMM-based gaze prediction strategy through both objective and

subjective experiments. We first describe the setup of our experiments in Section VII-A. In part one of the experiment

in Section VII-B, we show that our proposed saliency map analysis can be used to derive accurate HMM parameters.

In part two, described in Section VII-C, we examine the accuracy of our HMM state estimation, and the tradeoff

between false positive (predicting HMM state to be T when ground truth is S) and false negative (predicting HMM

state to be S when ground truth is T). In part three, described in Section VII-D, we examine the accuracy of

our HMM-based gaze prediction using Kalman filtering. In part four, described in Section VII-E, we examine the

achievable bit-rate saving for our proposed bit allocation scheme. Finally, through an extensive subjective study,

we show that our bit allocation scheme suffers no statistically meaningful loss in perceived visual quality, using

our in-house developed real-time system, in Section VII-F.

A. Experimental Setup

Our gaze-based networked streaming system employs the free real-time gaze-tracking software opengazer

[20], which is calibrated for sampling gaze location at 30 samples per second using an off-the-shelf web camera.

In our experiment, we used two kinds of sequences: i) 300-frame standard MPEG video test sequences at CIF

resolution (352 × 288), and ii) 150-frame video sequence at SD resolution (720 × 576) that can be downloaded

from [48]. To mitigate viewer frustration from repetitive viewing, we used five CIF videos: silent, table, mother,

foreman, kids, and five SD videos: captain, group, racing, rowboat, concert.

The monitor used for gaze tracking and video experiments measured 24 inches diagonally (522.3mm×329.6mm),

with resolution of 1920×1200. Brightness and contrast are set to 30% and 50%, respectively. The distance between

a user’s head and the center of monitor screen is about 500mm, resulting in a viewing angle of about 55 degrees

to the side-edge of the screen.

For video compression, we use a fast implementation of H.263 [44] for real-time encoding. For subjective testing,

videos were displayed in full-screen mode at 30 fps (for CIF) and 15 fps (for SD), either the same or half the

sampling rate of opengazer for one-to-one or two-to-one correspondence between gaze samples and video frames.
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B. Validation of Saliency Map Analysis for HMM Parameter Derivation

We now validate our proposed saliency map analysis discussed in Section IV, i.e., whether HMM state transition

probabilities derived from saliency map analysis are roughly the same as “ground truth data”. The ground truth

model parameters are derived as follows. First, a trained user performed multiple viewings of each test sequence,

each time recorded his intention of tracking state T or saccade state S by pressing keys on a keyboard during state

transitions. This data set serves as initial guess Θ of the ground truth HMM model parameters.

Then, we use the forward-backward algorithm (section 13.2.2, pp.618, [41]) to refine model parameters Θ as

follows. In Section III-C, we defined forward probability a(Xn) in (8). We now define its counterpart—backward

probability—as follows (equation (13.38), pp.622, [41]):

b(Xn) = P (Yn+1, . . . , YN |Xn)

=
∑
Xn+1

b(Xn+1)P (Yn+1|Xn+1)P (Xn+1|Xn) (25)

where Xn is the latent state at instant n, and Yn is the observed gaze location at instant n, n ∈ {1, . . . , N}. Like

(8), (25) can also be computed recursively.

Using forward probability a(Xn) and backward probability b(Xn), we can calculate the following quantity

(equation (13.43), pp.623, [41]):

ξ(Xn−1, Xn) =
a(Xn−1)P (Yn|Xn)P (Xn|Xn−1)b(Xn)

P (Y )
(26)

Finally, we can estimate transition probability αj,k from state j to k using ξ(Xn−1, Xn) (equation (13.19),

pp.617, [41]):

αj,k =

∑N
n=2 ξ(Xn−1 = j,Xn = k)∑K

l=1

∑N
n=2 ξ(Xn−1 = j,Xn = l)

(27)

where l takes on all possible latent state values, which in our case is simply state T and S.

HMM parameters can be calculated by repeating the above equations until the differences of the HMM parameters

between iterations are all lower than a pre-set threshold ς = 1e-05. We use the resulting HMM model parameters

as “ground truth data”.

State transition and steady state probabilities for silent and table are shown in Table I(a) and II(a),

respectively. Notice that silent is a relatively “quiet” video [49]—one with little visual attention shifts, with

the saccade steady state probability πS much smaller than table. For comparison, the state transition probabilities

derived via our proposed visual saliency map analysis for silent and table are shown in Table I(b) and II(b),

respectively. We see that the derived HMM parameters using saliency maps analysis are fairly close to the ground

truth gaze data trace. In particular, we see that the analytical saccade steady state probability πS for both silent

and table are very close to the ground truth trace numbers, even though πS’s for silent and table are very

different. This shows accuracy of our proposed saliency map analysis.

We performed the same experiment for the two SD test sequences, captain and group as well. captain is

a “quiet” video, while group is a “busy” video. The resulting HMM state transition and steady state probabilities
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TABLE I

STATE TRANSITION AND STEADY STATE PROBABILITIES FOR SILENT

(a) Forward-Backward algorithm (b) saliency map analysis

T S π

T 0.891 0.109 0.841

S 0.577 0.423 0.159

T S π

T 0.885 0.115 0.836

S 0.588 0.412 0.164

TABLE II

STATE TRANSITION AND STEADY STATE PROBABILITIES FOR TABLE

(a) Forward-Backward algorithm (b) saliency map analysis

T S π

T 0.893 0.107 0.598

S 0.159 0.841 0.402

T S π

T 0.865 0.135 0.546

S 0.162 0.838 0.454

are shown in Table III and IV. We again see very similar numbers between HMM parameters derived using saliency

map analysis and ones obtained using eye-gaze data trace. Having validated our approach, we will henceforth use

HMM parameters derived from saliency map analysis.

We next illustrate through examples how video can be partitioned into segments of roughly stationary gaze

statistics using computed KL divergence of motion-compensated saliency maps, as discussed in Section IV-D.

For our illustration, we constructed two composite video clips. The first CIF video clip consists of 100-frame of

TABLE III

STATE TRANSITION AND STEADY STATE PROBABILITIES FOR CAPTAIN

(a) Forward-Backward algorithm (b) saliency map analysis

T S π

T 0.882 0.118 0.699

S 0.274 0.726 0.301

T S π

T 0.924 0.076 0.643

S 0.137 0.863 0.357

TABLE IV

STATE TRANSITION AND STEADY STATE PROBABILITIES FOR GROUP

(a) Forward-Backward algorithm (b) saliency map analysis

T S π

T 0.823 0.177 0.356

S 0.122 0.878 0.644

T S π

T 0.879 0.121 0.367

S 0.067 0.933 0.633
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Fig. 9. KL Divergence as function of frame numbers
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Fig. 10. Tradeoff in false positive and false negative probabilities by adjusting threshold τC , for CIF and SD videos, respectively.

silent, plus 100-frame of table, plus 100-frame of silent. Since we know the visual activities in silent

and table are very different, we know a priori that there is a change in gaze statistics at frame 101 and 201.

Similarly, we constructed a second composite SD video clip consisting of 100-frame of captain, plus 100-frame of

group, plus 50-frame of captain.

The computed KL divergence for each frame is shown in Fig. 9(a) and (b), respectively, for the two composite

sequences. We can clearly see spikes around composition frames 101 and 201, indicating a significant change in gaze

statistics. This suggests that KL divergence using motion-compensated saliency maps can be an effective method

to partition video into segments of different gaze statistics (even though other methods may also be appropriate).

C. Results for HMM State Estimation

We now evaluate the accuracy of HMM state estimation using forward algorithm (FA), as discussed in Sec-

tion III-C. We denote an occurrence as false positive when FA estimates HMM state to be T but the ground truth

state is S (S to T). In other words, false positive is when we wrongly deduced an opportunity to save coding bits

by assigning coarser quantization parameter outside ROI, but the algorithm calls for high quality encoding for the

entire frame. In contrast, we denote an occurrence as false negative when FA estimates HMM state to be S but
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Fig. 11. Prediction Error in degree as function of RTT for different prediction schemes, for table and captain, respectively.

ground truth state is T (T to S). This is the case where we miss a bit-saving opportunity.

As discussed in Section V, a threshold τC can be adjusted according to our confidence in the estimated T state,

resulting in a tradeoff between false positive and false negative probabilities. In Fig. 10, we see the said tradeoff in

the two probabilities in our HMM state estimation for the two CIF (silent and table) and SD (captain and

group) sequences, respectively. We see that though in general it is difficult to achieve very small false positive

and false negative probabilities at the same time, it is possible to have reasonably small (≤ 0.15 for false positive

and ≤ 0.2 for false negative) values for both. This shows that FA can provide reasonable state estimates for our

proposed HMM. As we will discuss later, this level of estimation accuracy is sufficient for our intended application

of ROI-based bit allocation for streaming video.

D. Results for Kalman Filter Prediction

Given estimated HMM states, we next examine the accuracy of our HMM-based gaze prediction using Kalman

filter (HMM-KF), as discussed in Section V. We compare first HMM-KF to a naı̈ve linear prediction scheme (nlp),

where the last two gaze data points are used to construct a straight line, which is then extrapolated to RTT seconds

later to yield a gaze location estimate. We also compare HMM-KF to our previous HMM-based linear prediction

scheme (HMM-LP) [46], where linear regression is used to construct a straight line using a window of previous gaze

samples, then extrapolated into the future for gaze estimate as done for nlp. In Fig. 11, we see the performance

of all schemes, in terms of visual degree between the estimated gaze locations and true gaze locations, as function

of RTT for CIF sequence table and SD sequence captain. We see that as RTT increased, the estimation error

increased for all schemes. However, HMM-LP and HMM-KF achieved much smaller errors than nlp. This is because,

to contain errors, HMM-LP and HMM-KF construct a prediction only when they are sufficiently confident that the

viewer’s gaze is in tracking state T, while nlp makes an estimate for all data points.

Second, we observe that HMM-KF performed better than HMM-LP. This is because the linear dynamic system

employed in HMM-KF is able to deduce the true motion of an identifiable object in future video, while HMM-LP

simply assumes linear motion.
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Fig. 12. Prediction Error in degree as function of frame number for different prediction schemes, for table and captain, respectively,

when RTT=200ms.
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Fig. 13. Frame size as function of frame number for different bit allocation schemes, for table and captain, respectively, when RTT=200ms.

We also plotted the resulting prediction error in Fig. 12 against frame number for RTT = 200ms for HMM-KF

and nlp. At frame numbers where HMM-KF made prediction, we observe that the magnitude of resulting error was

in general smaller than nlp.

E. Results for HMM-based Bit Allocation

We next show the achievable bit saving for our gazed-based bit allocation for networked video streaming. We use

QP = 10 for a desired reference quality. For our gaze-based scheme (hmm) described in Section VI, the average

QP outside the ROI is 15, as given by equation (23) and (24), where % = 5e-09. An original scheme (orig) assigns

QP = 10 for all blocks in a frame. The compressed frame size for the two schemes are given in Fig. 13 for CIF

sequence table (orig bit-rate is 300kbps) and SD sequence captain (orig bit-rate is 800kbps). We see that

in frames where the estimated state was tracking state T, fewer bits were allocated to non-ROI regions, resulting in

bit-rate saving. In particular, we found that hmm achieved 20% and 29% bit saving compared to orig for sequence

table and captain, respectively.
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TABLE V

COMPARING THE SALIENCY-BASED METHOD WITH THE HQ WITHOUT REAL-TIME GAZE TRACKING.

FQ : HQ

Quiet-video Busy-video sum

votes 7:16 10:13 17:29

p-value 0.0461 0.5372 0.0698

F. Results for subjective testing

Of course, the bit saving must be achieved without significant loss of perceptual quality. To quantify this, we

developed a real-time video coding / streaming system for subjective testing, with delay introduced between encoder

and decoder to emulate RTT = 50ms, 100ms, 150ms, 200ms, 250ms. A Two Alternative Forced Choice (2AFC)

method [50] was used to compare subjective video quality.

We first establish through subjective testing that using ROI-based video encoding without real-time gaze tracking

/ prediction will often not lead to sufficient perceptual quality. We performed the testing as follows. FQ encodes

saliency objects in a video frame in high quality and other regions in low-quality, saving bit-rate. No gaze tracking

/ prediction is employed. HQ encodes entire video frames as the same high quality, resulting in a higher bit-rate.

The subjective result could be seen in Table V.

We see in Table V that a substantially larger proportion of test subjects preferred HQ over FQ. That means test

subjects were able to construe a difference in perceived visual quality between HQ and FQ. Looking more closely,

this perceived difference in visual quality is most pronounced when the video content itself is quiet—steady state

probability πT is large.

We can explain the results as follows. It is clear that a pre-encoded ROI video coding scheme can handle gaze

behavior of the mean user at best; idiosyncratic gaze behavior by individual users that deviate from the mean

user—which happens more often for quiet videos—cannot be handled by offline encoded scheme. In contrast, our

real-time gaze-based scheme can fully account for such personal idiosyncrasies, which explains our better subjective

experimental results.

Next, to validate our gaze prediction strategy, two videos are randomly selected among the following three: the

original HQ scheme hq, our proposed gaze-based ROI bit allocation scheme hmm, and the naı̈ve linear prediction

nlp. In each trial, participants looked at two videos back-to-back (with 3 seconds break in-between). Each video

lasted for 10 seconds as recommended by ITU-R BT.500 [51]. After these presentations, each participant was asked

to indicate which of the two videos looks better (First or Second), regardless of how certain they were of their

response. Participants did not know which video was obtained by which kind of method. Full random combinations

of two from hq, hmm, nlp, using 5 different RTT, gave a total of 2× 3× 5 = 30 pairs.

The experiment was run in a quiet room with 23 participants (17 males and 6 females, and of age between 21

and 40). All participants had normal or corrected to normal vision. The illumination in the room was in the 300-320

Lux range. Each participant was familiarized with the task before the start of the experiment via a short instruction.
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TABLE VI

COMPARING THE PROPOSED METHOD WITH THE HQ AND NLP METHOD BASED ON THE SUBJECTIVE RESULTS AT 5 DIFFERENT RTTS.

RTT/ms HMM : HQ HMM : NLP HQ : NLP

50 23:23 37:9 40:6

p-value 1 2.65E-07 1.82E-13

100 24:22 37:9 42:4

p-value 0.7703 2.65E-07 8.08E-23

150 20:26 39:7 43:3

p-value 0.3774 8.25E-11 3.36E-32

200 18:28 41:5 42:4

p-value 0.1352 3.35E-17 8.08E-23

250 13:33 41:5 44:2

p-value 0.0012 3.35E-17 5.68E-51

During video playback, the viewer’s gaze points were tracked and sent to the streaming server.

The subjective testing results are shown in Table VI, where we indicate the number of responses showing

preference for hq, hmm, nlp at different RTT values. We used the two-sided chi-square χ2 test [52] to examine

the statistical significance of the results. The null hypothesis is that there is no preference for either two of HQ,

HMM, NLP. Under this hypothesis, the expected number of votes is 23 for each method. The p-value [52] is also

indicated in the table. In experimental sciences, as a rule of thumb, the null hypothesis is rejected when p < 0.05.

When this happens in Table VI, it means that the two methods cannot be considered to have the same subjective

quality, since one of them has obtained a statistically significantly higher number of votes, and therefore seems to

have better quality.

As seen in Table VI, in all of the pairs of HMM-NLP and HQ-NLP, the p-value is much smaller than 0.05, which

indicates that subjects showed a statistically significant preference for our proposed method HMM and HQ. Further,

looking across all pairs of HMM-HQ, the results show that participants only noticed significant difference when RTT

is larger than 200ms.

Our results clearly shows that our proposed method is always superior to nlp. Furthermore, it can achieve about

29% bit savings compared to HQ with only minor loss of subjective quality.

VIII. CONCLUSION

To improve the efficacy of gaze-based networked systems, in this paper, we proposed a hidden Markov model

(HMM)-based gaze prediction strategy to predict future gaze locations one round-trip-time (RTT) into the future.

The two HMM states correspond to two of human’s intrinsic gaze behavioral movements. HMM parameters are

derived offline by analyzing the video’s visual saliency maps of per-pixel visual attention weights. The most likely

HMM state is estimated via the forward algorithm (FA) using real-time collected gaze data. Given an estimated

state, a prediction strategy using Kalman filtering is used to predict future gaze location. To validate our gaze

prediction strategy, we apply our model to the bit allocation problem for network video streaming based on region
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of interest (ROI). Experiments show that bit rate can be reduced by up to 29% without noticeable visual quality

degradation for RTT as high as 200ms.

For future work, we are investigating the joint tracking and prediction of human eye gaze and head position. We

conjecture that the two movements—taken by the same human video observer—are correlated, and hence jointly

tracking and predicting both can lead to better overall performance than optimizing them individually.
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