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Chapter 1

Artificial Intelligence Meets
Game Theory

How to choose an optimal strategy to solve a problem is our interest. Let us start
with a classic example: the Prisoner’s Dilemma.

Two suspects are arrested by the police. But, since the police have insuf-
ficient evidence for a conviction, prisoners are kept in separate room and
are offered the same deal. If one defects from the other for the prosecu-
tion against the other and the other remains silent (cooperates with the
other), the betrayer goes free and the silent accomplice receives the full
10-year sentence. If both remain silent, both prisoners are sentenced to
only six months in jail for a minor charge. If each betrays the other, each
receives a five-year sentence. Each prisoner must choose to betray the
other or to remain silent. Note that each one is assured that the other
would not know about the betrayal before the end of the investigation.
How should the prisoners act?

The prisoner’s dilemma is a fundamental problem in game theory that demon-
strates why two persons might not cooperate even if it is in both of their best
interests to do so. Game theory describes such a strategic situation mathemati-
cally, and Nash equilibria (Nash (1950)) famously captures this idea of how each
individual in the game would behave and adopt a strategy that players are unlikely
to change. This strategy is provided through game theory and known as a rational
choice. Since how to find an optimal strategy has always been an interest in artificial
intelligence (AI), this essense of game theory strongly influences Al researchers in
the multiagent learning area.
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1.1 Rationale

Multiple agents become increasingly required in various fields for both physical
robots and software agents, such as, robot soccer, search and rescue robots, auto-
mated driving, auctions and electronic commerce agents, and so on. The merits of
game theory influence computer science researchers in non-human-player game play-
ing. An agent, non-human player, observes the environment and chooses an action
to perform. Commonly, agents have goals, assumptions, algorithms for learning
and reasoning, and conventions. Learning in single agent task has been studied
extensively in the reinforcement learning field, in which an agent acts alone in a
stationary environment. In multiagent domains, agents interact with others, and
coadapt with others and act on the best choice available. Since all the agents are
evolving, the environment is no longer stationary, and this brings in a difficult learn-
ing problem that violates the basic stationary assumption of traditional techniques
for behavior learning. Each agent’s choice of policy depends on the others’ joint pol-
icy which also aims to achieve the best available performance. Our work focuses on
the strategic decision making and learning process of agents’ behaviors whose target
is to select the best strategies and adapt to unforeseen difficulties and changes in
the environment.

1.2 Objective

Our intention is to seek an answer to the following question:

How can an agent efficiently observe other agents behaviors, and learn
from its observation in order to act (or adapt) effectively in the complex
nonstationary environment? Ultimately, through a learning period and
a series of actions, this agent can achieve the top ranked performance,
assuming that all agents pursue the same goal.

An agent can learn through experience which is from its own actions and associ-
ated effects, while learning from observation of other agents’ experience. Note that
an agent should effectively associate similar patterns and build knowledge instead
of merely keeping a record of the rewards history for all the agents. By using this
knowledge, the agent can eliminate part of the search space which might have al-
ready been explored by others. Exploration vs. exploitation is a critical choice in
the agent learning process.

A complex nonstationary environment provides a dynamic learning domain. This
domain is composed of other agents’ diverse states. Thus, the complexity of the
domain increases with the increase of the number of agents.
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1.3 Outline

In this paper, we review seminal research on multiagent learning in general-sum
games, from a reinforcement learning perspective. Chapter 2 introduces general
research in computer science and game theory, also provides some general ideas
of major approaches. Chapter 3 examines the framework of multiagent learning
systems and related preliminary concepts. Chapter 4 studies the influential learning
techniques in multiagent learning. We end in Chapter 5 with a summary of the
main points of in this paper, and examine some open issues as our potential research
objectives.
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Chapter 2

General Multiagent Learning
Approaches

Multiagent learning (MAL) has a long history in the game theory field, as well as
in the machine learning community.

In machine learning, learning techniques are classified as supervised learning,
unsupervised learning and reward-based learning, utilizing feedback directed to the
learners. In multiagent learning, agents are given feedback about their behaviors as
rewards or penalties in a given situation. Thus, reward-based methods are widely
used in this field, including two major streams: reinforcement learning which esti-
mates value functions, and evolutionary computation which directly learn behaviors
using stochastic search methods. The similarities and differences between these two
classes of learning methodology have generated a rich literature, and some address
both classes, such as the bucket-brigade algorithm (Holland (1985)), the Samuel
system (Grefenstette et al. (1990)), and the recent Stochastic Direct Reinforcement
policy gradient algorithm (Moody et al. (2004)). In this paper, we focus on examin-
ing multiagent learning techniques from a reinforcement learning (RL) perspective.

Reinforcement learning (RL) methods are widely used where rewards and penal-
ties are given after a sequence of actions are performed in the environment. The
learning process is through defined formulas to update the expected utilities, and
based on the expected utility values to choose the most promising action to explore
the state space. Two common RL methods are Q-learning (Watkins (1989)) and
Temporal-Difference (TD())) learning (Sutton (1988)). Q-learning learns the util-
ity of performing actions in states, also called an off-policy TD control algorithm;
while TD-learning learns the utility of being in the states. The difference between
on-policy and off-policy is that: the on-policy is aimed to control; while off-policy
can be used in control and predict, and it may learn some tactics which may not be

5
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exhibited during the learning phase. (See Section 3.1 for details).

In the MAL literature, the Al community extends Bellman-style single-agent
reinforcement learning techniques to a multiagent setting, in particular Q-learning
(Watkins and Dayan (1992)). This technique has performed well in: a) zero-sum
repeated games (Littman (1994); Littman and Szepesvri (1996)), b) common-pay-off
(or team) repeated games (Claus and Boutilier (1998); Kapetanakis and Kudenko
(2004); Wang and Sandholm (2002);), but not so well in c) general-sum stochastic
games(Hu and Wellman (1998); Littman (2001); Greenwald and Hall (2003)).

In this chapter, we give a general introduction of learning approaches in the
field, according to a specific game (known or unknown), or play (observable or
unobservable). The literature divides into three major classes of techniques: one is
the model-based approach, one is the model-free approach, and the other approach
is no-regret learning.

2.1 Model-based Approach

The model-based approach is under the scenario of fully observable games. This
approach is, for an agent, firstly to learn from the opponents’ strategies as a model,
and then accordingly devise a best (or “optimal”) response. In other words, the
agent learns about the reward function and the state transition function, thereafter,
solves for its own optimal policy. The best-known work of this approach is fictitious
play (Brown (1951)). The general scheme is as follows:

Step 1 Start with model of the opponent’s strategy;
Step 2 Repeat:

e Compute and play the best response;
e Observe opponent’s play and update our model of the player’s strategy;

2.2 Model-free Approach

Model-free approaches are commonly used in the RL community (Kaelbling et al.
(1996)) which avoids building an explicit model of the opponent’s strategy. Instead,
the agent learns how well its own various possible actions fare over time. Without
knowing the reward function R or the transition function 7', the agent can directly
learn about its optimal policy through observing other agents’ actions and immediate
payoff. This work has been explored intensively in the reinforcement learning area,
and the roots are Bellman equations (Bellman (1957)).



2.3. NO-REGRET LEARNING 7

Q-learning (Watkins and Dayan (1992)) is a typical form of model-free learning
approach. The learning process is similar to Sutton’s (Sutton (1988)) temporal
difference (TD): an agent tries an action at a particular state, and evaluates its
consequences in terms of the immediate reward or penalty the agent receives and its
estimate of the value of the state of which the action is taken. By trying all actions
in all states repeatedly, an agent learns which are best overall, based on long-term
discounted rewards. We examine the details of Q-learning techniques in the next
chapter.

2.3 No-regret Learning

No-regret learning aims to seek to minimize regret, also known as regret minimiza-
tion approaches. Two important criteria of the learning rules are safe and consistent
(Fudenberg and Levine (1995)). No regret algorithms have been mainly explored in
single state games, and little work has been done in application in stochastic games
caused by the difficulties of extending this concept to stochastic games (Mannor and
Shimkin (2003)). The more detailed disscussion is given in Section 4.4.4.

2.4 Summary

In this chapter, we present general approaches for multiagent learning in the field of
reinforcement learning. According to the available game information, three major
classes of techniques have been explored: model-based approaches, model-free ap-
proaches and no-regret learning. In chapter 3 and chapter 4, we examine details for
seminal approaches in multiagent learning on how to find optimal policies.
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Chapter 3

Multiagent Learning Framework
and Preliminaries

A multiagent system (MAS) has a broad set of definitions, of which each definition
leads to different constraints to solve the computational complexity of MAS. We
focus on the machine learning field; and the goal of machine learning is to build
intelligent programs which can solve problems after a learning and evolving process.
This intelligent program is often called a “agent”.

An agent is a computational application that is designed to automate certain
tasks, with a guiding intelligence to achieve a result. A multiagent environment
is one in which more than one agent acts and interacts with one another. More-
over, agents may or may not know everything about the environment. An agent
learns by interacting in its environment and by observing the effect of these in-
teractions. This learning, while performing in the environment, is typical. The
idea is commonly known as “cause and effect”, and this undoubtedly is the key to
accumulating experience and forming knowledge through performance.

Before we get into the learning process for multiple agents, we first examine how
a single agent learns and evolves in a certain environment. Thereafter, we study the
framework for multiagent learning systems.

Reinforcement learning is one approach to expedite the agent learning process,
especially in solving two complex problems: game playing and control problems.
Each agent learns through the reinforcement (rewards or penalties) from its envi-
ronment, and this learning process for an agent can be seen as a self-teaching process.
On the other hand, each agent learns to perform the best in the environment, this
is also an adaptation process.
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3.1 Single Agent Learning

One interesting problem arising along with this agent reinforcement learning process
is that the trade-off between exploration and exploitation. Once an agent learns a
certain action which has performed well, should an agent exploit this action since it
is known to receive a decent reward? Or should it explore other possibilities in order
to seek a better reward? Obviously, exploring is definitely a good tactic sometimes,
but without a balance between exploration and exploitation, agents will not learn
successfully. The common way to achieve a good balance is to try a variety of actions
while progressively favoring those producing the most reward.

In this section, we examine the most influential work in RL(Sutton and Barto
(1998)): temporal difference learning and Q-learning.

3.1.1 Markov Decision Process

An agent learning process can be separated into the following steps:
e Observe the surrounding environment;
e Decide an action (or “strategy”) according to certain criteria;

e Perform the action;

Agent receives feedback, rewards or penalty, from the environment;

Information about experience is recorded. In details, the experience includes
the environment situation, the action chosen, and the feedback received.

Eventually, an agent can learn an optimal decision policy which performs the best
in a certain environment, by performing actions and evaluating the results related.
Markov decision processes are the foundation for research in single agent learning.
A Markov decision process (MDP) (Sutton and Barto (1998);Bellman (1957)) is a
tuple, (S, A, T, R), where,

e S is the set of the states;
e A is the set of actions;

o T':5xAxS — [0,1] is a transition function, which defines a probability
distribution over next states as a function of the current state and the agent’s
action:

Vs € S,Va € A, Z T(s,a,s") =1;
s'eS
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e R:59x A — Ris areward function, which defines the reward received when
selecting an action from the given state.

At time ¢, the agent receives the reward r' = R(s',a’), and the agent observes

a new state s‘t!, which is drawn from the probability distribution specified by
T(St, at’ St+1).

In general, the transition function 7' and the reward function R are not known
in advance. Thus, the goal of a learning agent in an MDP is to learn a policy 7
to maximize its long-term reward R based on the only samples received. A policy
7 is defined to map the probability of selecting an action from a particular state.
Formally, m € § x A — [0, 1], where Vs € S, -, 7(s,a) = 1.

Two common ways to formulate the long-term reward are the discounted reward
function and the average reward function. Define V7 (s) as a policy’s state value
function, and E(r! | s° = s, 7) as the expected reward received at time t given the
initial state s and the agent follows the policy w. The average reward is formed as:

T
Va(s) = Jim 3 %E(rt |0 = s, 7), (3.1)

T—o0
t=0

which is under a common assumption that the MDP is a unichain. The unichain

assumption is that the Markov chain induced by every stationary policy (perhaps

randomized) has only one ergodic class of states and, perhaps, some transient states.!
The discounted reward is described as follows:

VT(s)=> A'E@'| s =s,m),y€(0,1). (3.2)
t=0

v is a discount factor, which accumulates the immediate reward with probability ~
instead of a larger future utility. Temporal difference learning describes a class of
algorithms that adopt this discounted reward formulation. We discuss more details
in Section 3.1.2.

The Markov decision process is under the Markov assumption, which generally,
requires that the next state and reward to the agent depend only on the current
state and agent’s action. Formally, we state this property of MDP as follows.

Definition 1 A decision process is Markovian if and only if, the sequence of states
(st € S), actions (a; € A), and the rewards (r! € R), satisfies

Prist=s,rt=r;| s at™t 8% 0% = Prist = s, 0t =1 | s71 a1,

'!An MDP is unichain if and only if, for all policies, there exists an ergodic set of states (i.e.
any state in the set can be reached with non-zero probability from any other state in the set), and
all states outside this set are transient (i.e. after some finite point in time it will never be visited
again).
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An agent’s selection of actions is Markovian if and only if,
Priat =a|s, s a0 a0} = Priad = a | s';
that is, only if the agent’s next action depends only on the current state.’

We also refer to a Markovian process as stationary, and in the multiagent frame-
work of stochastic games, this property does not hold in a non-stationary environ-
ment.

3.1.2 Temporal Difference Learning

Temporal difference (TD) learning is a combination of Monte Carlo ideas and dy-
namic programming (DP) ideas, and is commonly used for prediction problems and
control problems. Both TD and Monte Carlo methods use experience to solve the
prediction problem. Given some experience following a policy 7, the learning pro-
cedure updates its estimate V of V7. If a nonterminal state s’ is visited at time
t, then it is to update the estimate V' (s!) based on what happens after that visit.
Once the actual reward R' at time t is received, a simple every-visit Monte Carlo
method suitable for nonstationary environment is

V(s') « V(s') +a[R — V(s')], (3.3)

where « is a constant step-size parameter, also known as the learning rate. Monte
Carlo methods must wait until the end of the episode to determine the increment
to V(st), since only then R' is known. Whereas TD methods need wait only until
next time step. At time ¢t + 1 they immediately form a target and make a useful
update using the observed reward r*! and the estimate V(s*1). The simplest TD
method, known as TD(0), is

V(sh) < V(s) + a[r™ + 4V () — V(sh)]. (3.4)

In comparison, the target for the Monte Carlo update is R!, whereas the update
for TD is 7'*! + 4V (stT1). Here, v is a discount parameter. The TD method is a
bootstrapping method as DP, since the update is based on an existing estimate, not
a final reward.

On-policy TD methods learn the value of the policy that is used to make deci-
sions. The value function is updated using results from executing actions determined
by some policy. Off-policy learning can learn different policies for behaviors and for

“Definition 1, 2, 3, 4, 5, 6, are adopted from the formulation presented in Bowling (2003), and
Definition 1, 6 are based on Sutton and Barto (1998), Bellman (1957).
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estimation. The update is estimated using hypothetical actions, which have not ac-
tually been executed. In contrast to on-policy methods strictly based on experience,
off-policy can separate exploration from control, but on-policy algorithms can not.

There are three common policies used for action selection in order to balance
the trade-off between exploration and exploitation, and it is not clear which policy
produces the best overall results.

e c-greedy: most of the time, with a high probability 1 — €, the action with the
highest estimated reward is chosen, called the greediest action. Every once in
a while, say with a small probability €, an action is selected at random. The
action is selected uniformly, independent of the action-value estimates. This
method ensures that if enough episodes are considered, each action will be
tried to ensure optimal actions are discovered.

e c-soft: very similar to e-greedy, the best action is selected with small probabil-
ity €; while the rest of the time, with high probability 1 — ¢, a random action
is chosen uniformly.

e softmax: one drawback of e-greedy and e-soft is that they select random ac-
tions uniformly. The worst possible action is just as likely to be selected as
the second best action. Softmax remedies this case by assigning a random
or weight to each of the actions, according to their action-value estimate. A
random action is selected with regard to the weight associated with each ac-
tion, meaning the worst actions are unlikely to be chosen. The most common
softmax uses a Gibbs or Boltzmann distribution.

TD())

In TD(\) algorithms, A refers to the use of an eligibility trace. Eligibility traces
are one of the basic mechanisms of reinforcement learning, and often can accelerate
TD learning. When the TD algorithm, described in Section 3.1.2, receives input
(y*+1, 2t+1), it updates only for the immediately preceding signal . That is, the
algorithm modifies only the immediately preceding prediction, here A = 0. But
since y'*! provides useful information for learning earlier predictions as well, one
can extend TD learning so it updates a collection of many earlier predictions at
each step, 0 < A < 1. Eligibility traces do this by providing a short-term mem-
ory of many previous input signals so that each new observation can update the
parameters related to these signals. Eligibility traces are usually implemented by
an exponentially-decaying memory trace, as decay parameter A. This generates a
family of TD algorithms TD(A), 0 < A < 1, with TD(0) corresponding to updating
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only the immediately preceding prediction as described in Eq. 3.4, and TD(1) corre-
sponding to equally updating all the preceding predictions. This also applies to non-
lookup-table versions of TD learning, where traces of the components of the input
vectors are maintained. Eligibility traces do not have to be exponentially-decaying
traces, but these are usually used since they are relatively easy to implement and
to understand theoretically.

3.1.3 Q-learning

Q-learning is the most significant breakthrough as an off-policy TD control algo-
rithm. The simplest, one-step Q-learning is defined as follows:

Qs'.a") - Q(s'.a) + ol 4 ymax Qs 0) — Qs a’).  (35)

where « is the learning rate, 0 < a < 1; When « is set to 0, it means that the
Q-value is never updated and nothing is learnt; while « is set to 0.9, it means that
learning can occur quickly. Q(s!,a?) is the expected value of performing action a
in state s; and max, Q(s, a) is the maximum reward received and then follows the
optimal policy. The Q-learning algorithm is shown in Alg. 1.

Algorithm 1: Q-learning: An off-policy TD control algorithm

Initialize Q(s,a) arbitrarily;
repeat for each episode:
Initialize s;
repeat for each step of episode:
Choose a from s using policy derived from Q;
Take action a, observe r, s;
Q(s,a) + Q(s,a) + alr + ymaxy Q(s',ad") — Q(s, a)l;
5 ¢ s§';
until s is terminal;
until;

3.2 General Framework of MAL

In a multiagent learning framework, agents process three classes of activities: per-
ception, reasoning and action (see Fig. 3.1). First, each agent observes other agents
and collect information in the environment, called “perception”. Second, agents
conduct reasoning according to their own preference and knowledge to decide an
optimal strategy; thereafter, agents perform their actions and receive feedback re-
spectively.
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Environment
o]
t t
| |

Perception;
Reasoning;

Figure 3.1: Multiagent Framework

Stochastic games are defined as multiple agents with a multiple states frame-
work, which can be viewed as a synthesis of Markov decision processes and matrix
games. MDPs model a single agent, multiple states model, which have been explored
prominently in the field of reinforcement learning (see Section 3.1.1). On the other
hand, matrix games describe a multiagent system with single state model, which are
the foundational concepts in the game theory field. Since stochastic games share
concepts with these two simpler frameworks, it is useful to consider them indepen-
dently to analyze the core concepts while addressing the critical issues existing in
stochastic games only. Fig. 3.2 illustrates the relations among these three concepts.
In Section 3.1, we discuss MDP as a single agent reinforcement learning; then, we
examine matrix games, a multiagent, single-state learning process.

Stochastic Games:
multiple agents, multiple states.

MDPs:
single agent,
multiple states.

Matrix Games:
multiple agent,
single states.

Figure 3.2: Stochastic Games = MDPs + Matrix Games
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3.2.1 Matrix Games

Matrix games were first examined in the field of game theory to model strategic
interactions of many decision makers (von Neumann and Morgenstern (1944); Os-
borne and Rubinstein (1994)). Mathematically, a matrix game (or strategic game)
is a tuple (A, R), where A = A; x---x A, is the action space for each player; player i
chooses an action A;, and receives the payoff R;, i € [1,n], which depends on all the
players’ actions. R is normally written as n-dimensional matrices, and each entry
in the reward matrices corresponds to the joint actions taken. The learning process
in matrix games means that agents repeatedly play the same matrix game, which is
also called a repeated game. Agents learn through experience from observation of
other agents’ behaviors and their rewards, to maximize its own reward.

Examples

As follows, we list several matrix games and the payoff function matrices. Note that
Ry is for player 1 and R» is for player 2. In each game matrix, the row represents
player 1, and the column represents player 2.

e (a) Rock-Paper-Scissors
Two players with each having three options: “Rock”, “Paper” and “Scissors”,
and the rules are: “Rock” loses to “Paper”, “Paper” loses to “Scissors”, and
“Scissors” loses to “Rock”; otherwise, it is a tie. The winner gains one dollar
from the loser, while the loser loses one dollar. For example, player 1 plays P
while player 2 plays S, and the reward is —1 for player 1 and 1 for player 2.

R P S R P S

R 0 -1 1 R 0 1 -1
Bi=1p 1 o _1|"®={p 1 o 1
S -1 1 0 S 1 -1 0

e (b) Coordination Game
Two players simply both desire to agree on their action choice, but with no
preferences between them.

A B A B
Ri=|A 1 0|,R=|A 1 0
B 0 1 B 0 1
e (c) Stackelberg Stage Game
The players of this game are a leader and a follower and they compete on re-
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ward quantity; the leader moves first and then the follower moves sequentially.

Left Right Left Right
Ry = Up 1 3 |, Re=1| Up 0 2
Down 2 4 Down 1 0

Matrix games can be classified according to their payoff function. If one agent’s
gain is other agents’ loss, we call this type of game as general-sum games. For
example game (a), the sum of player 1’s gain and player 2’s loss equals zero, we
also call this zero-sum game. Another common type of matrix game is team game,
i.e. game (b), in which all agents have the same payoff function, in other words, one
agent’s best interest is the best interest of all others. Game (c) looks similar to the
general-sum game and team game, but it is neither of them.

What we can learn in game (c) is as follows: imagine a repeated version of this
game, and assume that the column player (secondary player: follower) is paying
attention to the row player’s (first player: leader) strategy and the rewards after
each move. The two players will end up in a repeated (Down, Left) play and (Up,
Right) play, since this is a way that benefits both. We conclude from this example:
that learning and teaching happens at the same time: the row player has taught the
column player to play in a way that benefits both most. Or, we can see this as an
adaptation rather than a learning process. Note that the concept of strategy is not
the same as a move. A move refers to an action taken by a player at the certain
point during the game; while a strategy means a complete algorithm for playing the
game which then tells a player what to do throughout the game.

Nevertheless, the learning agent’s goal is to learn a strategy that maximizes its
reward, using either pure strategies or mixed strategies. A pure strategy provides a
complete set of how a player plays a game; while a mixed strategy is a probability of
each pure strategy. An arbitrary finite matrix game may not have a pure strategy
Nash equilibrium, but it always has a mixed strategy Nash equilibrium(Nash (1951)).
Therefore, in our research, we focus on mixed strategies, and the definition is given
as below.

A mized strategy refers to a joint strategy o for all n players. One player ¢’s
strategy o;, specifies a probability distribution over all actions A, and its reward
function R; is defined over mixed strategy as follows:

Ri(0) =) Ri(a)I{;04(a). (3.6)

a€A

R;(a) is the reward received by player i when playing action a, and o;(a) is the
probability distribution of playing action a.
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In matrix games, one player’s optimal strategy can only be evaluated if the
other players’ strategies are known. So, this is an opponent-dependent solution,
also called best-response. We use < o;,0_; > to represent the joint strategy where
player ¢ follows o; while others follow o_;. o_; refers to a joint strategy for all the
players except player 1.

Definition 2 For a matriz game, the best-response function for player i, BR;(o_;),
is the set of all strategies that are optimal given the other player(s) play the joint
strateqy o_;. Formally, of € BR;(0_;), if and only if,

Vo, € PD(AZ) Ri(< U;,J_i >) > Ri(< 0,04 >)

where PD(A;) is the set of all probability distributions over the set A; (the set of all
mized strategies for player i).>

One most critical notion in matrix game and game theory is a best-response
equilibrium, also called Nash Equilibrium(Nash (1950)).

Definition 3 A Nash equilibrium is a collection of strategies for all players, o;,
with
o; € BRZ(O'_z)

Therefore, no player can do better by changing strategies given that the other players
continue to follow the equilibrium strategy.

All matrix games have a Nash equilibrium, and there may be more than one. In
zero-sum games, one appealing feature is that there is a unique Nash equilibrium,
and this equilibrium corresponds to the games’ minmax solution. In other words,
this mixed strategy maximizes the worst-case expected reward. This solution can
be found in a linear program as illustrated in Eq. 3.7.

Maximize: Mming,ea, Y g e, o(a1)R(< a1, a2 >), (3.7)

Subject to: Y oaea, olar) =1,
a(al) > 0, Vay € Al.

This solution is player 1’s equilibrium strategy, where this linear program has
||A1]| parameters. Player 2’s strategy can be solved similarly. In Rock-paper-scissors
game, there is a unique Nash equilibrium in which each player selects their actions
with equal probability (as mixed strategy Nash equilibrium). But, if one player sim-
ply adopts this equilibrium strategy, will the player win the competition of a tour-
nament? The answer is no, because a Nash equilibrium provides a rational strategy,

3Defnition 2, 3, 4, 5 are based on Nash (1950).
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not necessary a best benefit one. Furthermore, in a general matrix game, finding a
Nash equilibrium is known to be NP-hard, yet is still an open question(Gilboa and
Zemel (1988); Conitzer and Sandholm (2008)).

3.2.2 Stochastic Games

Stochastic games are an extension of a combination of matrix games and MDPs,
which include multiple agents with multiple stages. Formally, a stochastic game
(Shapley (1953))can be represented as a tuple: (n,S, A, T, R), where

e 7 is the number of agents;

e S is a set of stages;

A is a set of actions, A = Aj,---,A,; A; is player i’s action. (We assume
that each player has the same strategy space in all games. This is a notational
convenience, not a substantive restriction.)

T is a transition function specifying the probability of the next stage game to
be played based on the game just played and the action taken in it: SxAxS —
[0, 1], such that,
VseSVac A, > T(s,a,8)=1.
s'eS

R is the reward function, R = Ry, -+, R,. R; is the immediate reward func-
tion of player i for at the stage S: S x A — R. Note that each player has its
own independent reward function.

When n = 1, stochastic games are MDPs; when ||.S|| = 1, they are matrix games
or repeated games. The goal for player ¢ in a stochastic game is to learn a policy
that maximizes long-term reward, same as MDPs. A policy for player i, m; is a
mapping that defines the probability of selecting an action from a particular stage.
Formally, m; € S x A — [0, 1], where

Vs € S, Zm(s,a) =1.

a€A

We use 7 to refer to a joint policy for all the players, and II; refers to the set of all
possible stochastic policies available to player i, while II = Iy x --- x II,, refers to
the set of joint policies for all the players. 7m_; refer to a particular joint policy of all
the players except player 7, and II_; refers to the set of such joint policies. Finally,
the notion < m;, m_; > refers to the joint policy where player i follows m; while the
other players follow their policy from 7_;.
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Next, similar to MDPs, we need to define how to aggregate the set of the imme-
diate rewards received in each stage for each agent in order to quantify the value of
a policy. For finitely repeated games, we can simply use the sum or average reward
which is the typical approach. For infinitely repeated games, the most common ap-
proaches are to use either the limit average or the sum of discounted rewards. The
limit average reward function V' of player i in stochastic games is defined similarly
to MDPs, as follows,

T
1
V7(s) = lim Y TE(rf | 0 = s,7) (3.8)

T—o0
t=0
where E(r! | s = s, ) as the expected reward to player i received at time ¢ given the
initial state s and the agents follow the policy w. Similarly, the sum of discounted

award function is defined with discount factor v,y € [0,1), as,
(o]
Vi(s) =) A'E(r} | s° = s,7). (3.9)
t=0

Notice that this reward function for each agent i is dependent on the joint policy
of the other agents. As in MDPs, we can also define Q-values for a given agent for
a particular joint policy. For the discounted reward framework, @)-values can be
formulated as,

Q?(S, (I) = Ri(sv (1) + Z T(Sa a, 5,)‘/1'%(8/)'
s'eS

On the other hand, similar to matrix games, there is a best-response in stochastic
games. Notice that a policy for a player can only be evaluated in the context of all
the players’ policies.

Definition 4 For a stochastic game, the best-response function for player i, BR;(m_;),
is the set of all policies that are optimal given the other player(s) play the joint policy
n_i. Formally, m* € BR;(mw_;), if and only if,

vﬂ-i & Hi7 VS c ‘S’7 ‘/Z'<7T:77T—i>(s) Z ‘/vi<7l'i,7r_i><8)

where PD(A;) is the set of all probability distributions over the set A; (the set of all
mized strategies for player i).

We can also define the most critical notion: a best-response equilibrium or Nash
Equilibrium, similar to matrix games in game theory.
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Definition 5 For a stochastic game, a Nash equilibrium is a collection of policies,
one for each player, w;, such that,

T € BRZ‘(W_i).

Therefore, no player can do better by changing policies given that the other players
continue to follow the equilibrium policy.

Stochastic games can be classified the same way as matrix games. Team games
are the ones where all the agents receive the same reward function. General-sum
games are the ones where one player’s gain means other players’ loss. Zero-sum
games refer to the sum of total rewards equals to zero. Like matrix games, zero-sum
stochastic games have a unique Nash equilibrium, and we examine some seminal
learning techniques to solving such stochastic games in the next chapter.

In stochastic games, the Markov assumption still holds, but it has a different
form, as follows.

Definition 6 A multiagent decision problem is Markovian if and only if, the se-
quence of states (s' € S), actions (a' € A), and the rewards (r! € R), satisfies

Pri{st=srt=r | s a1, ..., 8%a°) = Prist = s, 7l =r; | 8" 0t 7).

that is, if the next state and rewards depend only on the previous state and all of
the agents’ actions, but not on the history of states and actions.

From the game’s perspective, stochastic games are Markovian, but from a single
agent’s perspective, the process is no longer stationary or Markovian (versus “be-
havior strategy”*). It is because the transition probabilities associated with a single
agent’s action from a state are not stationary and change over time as the other
agents’ action choices change. This property is critical to single-agent reinforcement
learning research, and this violation of basic assumptions require new techniques to
be developed to learn effective policies in stochastic games.

3.3 Summary

In this chapter, we described the single agent learning process and examine most
critical techniques TD learning and Q-learning in the reinforcement learning field.
Thereafter, we introduce MDPs and matrix games, since stochastic games can be
seen as a merging of both. Through detailed analysis of MDPs and matrix games, we

1A behavior strategy is defined if 7, = f(h¢) where h; is the history up to time t; a makovian
or stationary strategy is a special case of behavior strategy when h; = ¢.
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present the general framework for multiagent learning, and some important concepts
in stochastic games and in game theory. In the next chapter, we examine seminal
learning techniques for finding solutions in stochastic games.



Chapter 4

Seminal Learning Techniques

Autonomous agents are the agents who can sense the environment, act on it, and
pursue their own agenda. These autonomous agents include intelligent agents, au-
tonomous robots, even artificial life agents, and many computer viruses. This re-
search involves a spectrum of areas, including reinforcement learning, evolutionary
computation, game theory, complex systems, agent modeling and robotics. From
the learning task perspective, this research leads to two learning branches: team
learning and concurrent learning. Team learning applies to a single learner, to
discover joint solutions for multiagents problems; concurrent learning (also called
distributed learning) states that multiple agents learn simultaneously. With the
process of learning, agents communicate directly or indirectly. Our interest focuses
on the dynamic learning process appearing in the multiagent system.

Many dynamic learning studies come from the game theory perspective. An
important concept in game theory is the Nash equilibrium which provides a joint
overall strategy for learners. As the learners do not normally have control over
others, no single agent has any rational incentive to change its strategy away from
the equilibrium. Thus, many dynamic learning methods converge to Nash equilibria.
This paper analyzes multiagent learning problems starting from stochastic games,
which focus on finding a Nash equilibrium. In this chapter, we first present the
first algorithm proposed to find equilibria in game theory. Thereafter, we examine
seminal learning approaches about how to learn a Nash equilibrium or find the best
responses in stochastic games.

4.1 Dynamic Learning

The multiagent learning process is a dynamic learning process, rather than a sta-
tionary learning process in which a single-agent explores the static environment and

23



24 CHAPTER 4. SEMINAL LEARNING TECHNIQUES

discovers a globally optimal behavior. In a dynamic environment, all agents are
constantly alert for environment changes and adapt their own optimal behaviors to
each other’s learning process. That is, each learner coadapts its behaviors in the
context of others; accordingly this co-adaptation brings in a complicated dynamic
environment for each learner to act in it with others. Thus, in dynamic learning,
since each agent is free to learn and act separately towards achieving its goal; an in-
herent critical problem is how to assign credit to each agent after reward obtained at
a team level. In this section, we discuss credit assignment and dynamic environment.

4.1.1 Credit Assignment

For a task involving multiple agents’ joint actions, the simple solution called global
reward is to divide the total rewards equally, and assign each share to each learner.
However, there are two problems associated with this method: one is that in certain
situations, the global reward cannot be efficiently computed, particularly in dis-
tributed environments. The other problem is that, without sufficient feedback from
each learner’s action, should it be more helpful if we reward those who perform
actions and punish those for laziness? In these two situations, equally dividing the
share for each learner is not practical. One approach is called local rewards which
accesses each agent’s performance based merely on its individual behavior. This
approach discourages laziness because it only rewards agents who actually act, but,
this also may cause greediness.

Balch (Balch (1997, 1999)) states that different credit assignment strategies
should be chosen, depending on the problem domain. His experiments explain that
the local rewards lead to faster learning rates and fast policy convergence with
fully homogeneous behavior, but not necessarily to better performance than global
rewards, which lead to greater diversity but with poor convergence policy. For ex-
ample, in a foraging problem, local rewards produce better results, while in a soccer
game, global rewards is better. Balch claims that the more local reinforcement sig-
nal increases the homogeneity of the final learned team, which in turn suggest that
the credit assignment range can form a certain homogeneity or a certain degree of
specialization.

Mataric (Mataric (1994)) specifies in the learning process and promotes agents
learning from others as type of local reinforcement, called social reinforcement. In
this type of reward, agents obtain observational reinforcement through observing
others and imitating them. This process can improve the overall team behavior by
promoting anomalous as well as contributory behaviors. Agents can also receive ad-
ditional vicarious reinforcement whenever others are directly rewarded. A weighted
combination of social reinforcement, observational reinforcement and vicarious re-
inforcement balances local rewards and global rewards, and produces a better result
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in a foraging application.

There are a number of credit assignment strategies in Panait and Luke (2005)
which can favor agents’ dynamic learning process, which may also result in dynamics
resembling general-sum or even competitive games. Thus, just as in social science,
credit assignment policy can complicate the dynamic learning and lead to the co-
operator’s dilemma (Lichbach (1996)): whether to cooperate or compete. In our
research, the credit assignment problems are handled by either the assigning rules
which are already known in the stochastic games, or where the reward credit func-
tion is defined. Generally, credit assignment problems are more addressed by team
cooperative learning communities, rather than those in the reinforcement learning

field.

4.1.2 Dynamic Scenarios

Since various credit assignment policies exist, we can divide dynamic learning into
two different scenarios: the fully-cooperative scenario and the general-sum game
scenario. In a fully-cooperative scenario with only global rewards, if the rewards
received by one agent will increase everyone else’s reward, it is relatively straight-
forward to converge to a globally optimal Nash equilibrium in the learning process.
Another case is the general-sum, which means that each agent’s reward is not less
clear, and one agent’s gain means the loss of other agent(s). In this situation, the
learning process is in a non-global credit assignment policies, and it may include
both competing and cooperative scenarios when rewards are involved. We present
the influential work on how to find optimal policies in the next part of this chap-
ter, and our research is more focused on general-sum games which involve typically
unequal share credit policies.

4.2 Finding Equilibria Algorithms in Game Theory

The algorithms from game theory focus on computing the reward value for the
players and a Nash equilibrium, which is used to predict behaviors in stochastic
games. The approaches from game theory have some very strong assumptions,
which require the game (n,S, A, T, R) to be fully known and observable. Thus, we
also call these approaches “model-based”. The goal is to compute the value of a
Nash equilibrium and the expected reward value for all the players, and in general,
without concern for the interaction among players.

There are many approaches for finding algorithms in the game theory field.
We mainly discuss the first proposed technique in this paper: fictitious play. Fic-
titious play was the first proposed technique to find equilibria in matrix games
(Brown (1949); Robinson (1951)), and later was extended to stochastic games
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(Vrieze (1987)). Note that, fictitious play assumes opponents play stationary or
mixed strategies. At each round, each player simulates play of the game and plays
the best response to the empirical frequency of the other player’s play, M We
describe the learning procedure of fictitious play in Alg. 2.

Algorithm 2: Fictitious play for two player, zero-sum stochastic games
1. Initialize Q;(s,a;),s € S,a; € A;, and t < 0;
2. Repeat for each sate, s € S,

(a) Let a; = argmaxg,ca,Qi(s, a;);
(b) Update Qi(s,a;),Vs € S,Va, € A;:

Qi(s,a}) + Qi(s,a) + R(s, < a_j,a; >) + ”y< Z T(s,a, s’)V(s')),

where,

V(s) = max M
aieAi t

(c) t+t+1.

4.3 Learning Equilibria Algorithms

In the reinforcement learning communities, learning equilibria presents a different
diagram where the goal is to learn through interaction rather than solve an equi-
librium. The algorithms, also called as “model-free” approaches, avoid building an
explicit model of the opponent’s strategy. In general, the agent learns through ob-
servation and experience over time and select actions in the environment based on
observations of T' and R;, especially T and R; are not known in advance. Compared
with algorithms in game theory field, this model-free approach is more concerned
with “play” in stochastic games, to find a solution. The goal of these algorithms
is to estimate and converge to a policy in one of the game’s Nash equilibria. We
review these algorithms of learning equilibrium techniques, as well as determining
their conditions for convergence. Note that all the algorithms have a nearly identi-
cal structure (see in Alg. 3). These algorithms tend to solve each state as a matrix
game, and find equilibrium for the stochastic game. They mainly differ on the value
operator definition V' in the Step2(b).
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Algorithm 3: Equilibrium Learning Algorithm: two players aq, as.

1. Initialize Q(s, < a1,a2 >),s € S,a1,as € A, and set « to be the learning rate;
2. Repeat for each state, s € S,

(a) From state s, select actions a that solve the matrix game
ulQ(s, < ai,a2 >)a; ac4), With some exploration;

(b) Observe joint-action < ay,as >, reward r, and next state s’, update
Q(s, < ar,ag >):

Q(s,< ar,az >) « (1 —a)Q(s,< a1, a2 >) + a(r + vV (s')),

where,

Vis) = Value([Q(s, < ai,as >)a17a2€A]>.

4.3.1 Minimax-Q

Littman (Littman (1994)) extended the traditional Q-Learning algorithm for MDPs
to zero-sum stochastic games. Instead of using the max,,c4 in Step2(b) of Alg. 2,
the value operator V' computes the unique equilibrium value for the zero-sum matrix
game defined by the @) value at the current state (see Eq. 4.1). The solution of the
zero-sum matrix game is computed using the linear program from Section 3.2.1
which is a minmax function:

Vi(s) = ﬂé?'[?il(l) (ar;g‘l? 26;4 m(a1)Q1(s, < ai,as >)> = —Va(s), (4.1)
ai 1

where, player 1’s reward value V; is the opposite of player 2’s reward value V5. The
idea of minmaz is to behave to maximize the reward (max,cry(4,)) under the worst
case (ming,cA2), see Alg. 3.

4.3.2 Nash-Q

Hu & Wellman (Hu and Wellman (1998)) extended the Minimax-Q algorithm to
two player, general-sum stochastic games. The extension requires that each agent
maintain the @ value for all the agents since the reward value is no longer opposite.
Similar to the Alg. 3 structure, the Value operator in Step2(b) is the quadratic pro-
gramming solution for finding a Nash equilibrium in two player general-sum games
(see Eq. 4.2), instead of the linear programming solution to find the equilibrium only
for zero-sum games. On the other hand, Littman’s Minimax-Q learning algorithm
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assumes that the other agent will always choose a pure Nash equilibrium strategy;
instead, this algorithm will choose a mixed strategy.

Vi(s) € Nash (Qms), - Qn(8)> (42)

The Nash-Q learning algorithm is highly general and is guaranteed to converge
to the equilibrium, but with restrictive assumptions. The most critical one is that
all the intermediate games must have a single equilibrium; and in addition, this
equilibrium in all these intermediate games must be a global optimum, which is a
joint action that maximizes each agent’s payoff.

4.3.3 Friend-or-Foe-Q

Littman’s Friend-or-Foe-Q (FFQ) (Littman (2001)) is an equilibrium learner that
extends Minimax-Q to include a small class of general-sum games. This algorithm
assumes there are two kinds of competing agent in the stochastic games from one
agent’s perspective: either a friend or a foe. Knowing the labeling or inferring from
the observed rewards, equilibrium policies can be learned in restricted classes of
games: e.g. two-player, zero-sum stochastic games, which computes the basic zero-
sum linear program of the minimax equilibria (foe-Q) (see Eq. 4.4); e.g., coordination
games with uniquely-valued equilibria (friend-Q) (see Eq. 4.3).

Vi(s) = max <Q(s,<a1,a2 >)> (4.3)

a1€A1,a2€A2

Vi(s) = Wélll_l%iil) <a1;1€i£2 %;‘ m(a1)Q1(s, < ar,az >)> (4.4)
ay 1

4.3.4 Correlated-Q

The final equilibrium learning technique is Greenwald & Hall’s Correlated-Q (CE-
Q) (Greenwald and Hall (2003)) in order to generalize both Nash-Q and Friend-
and-Foe-Q. CE-Q indicates four variants: utilitarian (uCE-Q), egalitarian (eCE-
Q), republican (rCE-Q) and libertarian (ICE-Q), which also demonstrate empirical
convergence to equilibrium policies on a testbed of general-sum Markov games. The
four correlated equilibrium selection mechanisms are the objective choice of the
following functions respectively,

o uCE-Q: maximize the sum of the players’ rewards:

o€ ;2%%2 Z o(a)Qi(s,a) (4.5)

i a€A
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e eCE-Q: maximize the minimum of the players’ rewards:

0 € max min Z o(a)Qi(s,a) (4.6)

c€CE i
? ! a€A

e rCE-Q: maximize the maximum of the players’ rewards:

0 € max max o(a)Qi(s,a) (4.7)
acA

e |CE-Q: maximize the maxzimum of each player i’s rewards:

o =1l0;,0; € gg@%a(d)@i(s,a) (4.8)
a

Using the same algorithm structure in Alg. 3, the Value operator is replaced by
Eq. 4.9, where o satisfies either Eq. 4.5, 4.6, 4.7, 4.8.

V() € OB Qi) Q) = ¥ ol)@its. o (49)

a€A

A correlated equilibrium is a more general concept, and all Nash equilibria are
correlated equilibria. A correlated joint policy is an equilibrium if and only if, for
each player i, each state s, and each action a;, the following holds. Let o_;(a—; | a;)
be the conditional probability that the other agents select action a_;, given agents
are following the correlated joint policy w and agent ¢ is playing action a;. Then,
for all af, the following must be true,

Z o_i(a—; | a;)Q" (s, < aj,a_; >) > Z o_i(a_i|a;)Q"(s,< al,a_; >).

a—i€A_; a_i€A_;

From another perspective, given the knowledge about other players’ distribution
gained from one agent’s own prescribed action, that agent gains no increase in
expected payoff by playing an action different from its prescribed action. This
correlated joint policy is more efficient than Nash-Q, since it does not require the
complex quadratic programming Nash equilibrium solver. Instead, according to
conditional probability rule: 7(ai,a2) = w(a1 | a2) * w(az2) = 7w(az | a1) * 7(a1),
correlated equilibruia can be computed via linear programming by treating one
player’s action as a conditional constraint.
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4.4 Learning Best-Response Algorithms

Learning best-response algorithms means directly to learn and play a best-response
to other players’ policies. Even though these algorithms are not explicitly related to
equilibrium, best-response learning algorithms have strong connections to equilibria
in terms of the rationality property of the learning algorithms. T'wo important prop-
erties are mentioned by Bowling (Bowling (2003)): convergence and rationality. We
will discuss these two concepts in Section 4.5. Two major kinds best-response learn-
ing algorithms in RL field, opponent modeling algorithms and infinitesimal gradient
ascent algorithms, are similar to fictitious play, which requires observations of the
opponent’s actions, while the reinforcement learning methods require to maintain
different information regarding to reservation over the other players’ behaviors. In
fictitious play, each player maintains a model of the mixed strategy of the other
players based on the empirical play so far, and always plays the best response to
this model at each iteration.

4.4.1 Q-learning

Q-learning (Watkins (1989)) was originally designed to find optimal policies in MDPs
in single-agent learning. However, despite this, it has been widely used for multia-
gent learning with certain success. Moreover, if the other players play a stationary
strategy, the stochastic games can be seen as a MDP; and therefore, Q-learning
learns to play an optimal response to the other players. In other words, Q-learning
traditionally can not learn or play stochastic policies.

4.4.2 Opponent Modeling

Opponent modeling reinforcement learning algorithms require observations of the
opponent’s actions, similar to fictitious play. There are two major algorithms: oppo-
nent modeling Q-learning (Uther and Veloso (2003)) and joint action learners (JALs)
(Claus and Boutilier (1998)), which aim to learn opponents’ stationary distributions
over their actions but not their individual rewards (different from fictitious play), see
Alg. 4. The learned opponents’ distribution combined with the joint-action value,
are used to select an action. The difference is that Uther & Veloso focused on a
zero-sum domain, while Claus & Boutilier investigated team matrix games.

Note that in Alg. 4, C(s,a—;)/n(s) denotes the probability that the other players
will select joint action a_; based on the past experience. C(s,a_;) is the frequency
number of playing action a_; at stage s, and n(s) is the totoal number of stage s
appears.
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Algorithm 4: Opponent modeling Q-learning Algorithm
1. Initialize Q,Vs € S,C(s) + 0, n(s) < 0.;
2. Repeat for each sate, s € S,

(a) From state s, select actions a; that maximizes,

Z MQ(S, < aj,a_;>)

2" n(s)

(b) Observe other agents’ joint-actions a_;, reward r, and next state s,
update Q(s,a):

Q(s,a) «+— (1—a)Q(s,a) +a(r+’yV(s')),
C(s,a—;i) <« C(s,a—;)+1,
n(s) <« n(s)+1

where,
a = <a;,0_;>

V(s) = rrngWQ(s,<ai,a_i >).

—1
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4.4.3 Infinitesimal Gradient Ascent

Infinitesimal Gradient Ascent (IGA) (Singh et al. (2000)) is the last best-response
learning algorithm. The basic idea is for an agent to adjust its policy in the direction
of the gradient of the value function. Agents incrementally adapt their strategy
through gradient ascent to an expected payoff. IGA has been proved that, in the
simple setting of two-play, two-action, iterated general-sum games, the agents will
converge to a Nash equilibrium, or if the strategies may not always converge, their
average payoffs will nevertheless converge to the payoffs of a Nash equilibrium. Note
that the gradient ascent algorithm assumes a full information game, that is, both
players know both game matrices, and can see the mixed strategy of their opponent
at the previous step (only if the actual previous move played is visible, a stochastic
gradient ascent algorithm can be defined).

Similar in structure to Alg. 4, joint-actions < a;,a_; > here are replaced by a
strategy pair < «, >. Assume that two-player, r,c, with two-action, and their
payoffs in a general-sum game in matrices as:

11 712 C11 C12
R= . C=
21 T22 C21 €22

in which the row specifies player 1 and the column indicates the player 2, respectively.
The value (or payoff) of the strategy pair < «, 8 > to the row player V,.(«a, 8) and
the column player V,(«, ), respectively, are:

Vila,B) = rii-(af)+roa-(1—a)(1—=5)+r2-a(l=75)+7r-(1—-a)p,
Ve(a,B) = cin-(aB) +ee-(1—a)(l—=F)+ciz-a(l =5)+co-(1—a)p.

In the infinitesimal gradient ascent algorithm, each player repeatedly adjusts
their strategy in the direction of their current gradient with some step size 7, lim,,_o,

naVr(Oék,ﬁk)
oo

OVe(au, Br)
n a8

Accordingly, the process updates strategy pair < «, 8 > and the @ value, similar
to Alg. 4. Here,

Qpy1 = Q+

Bet1 = Br+ (4.10)

oV («, B)
O
OVe(a, B)

op

= Pu— (7’22 - 7’12),

= au’ — (622 — 021). (4.11)
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in which, letting u = (r11 + ra2) — (r21 + r12), and v’ = (c11 + c22) — (€21 + c12).

Bowling and Veloso (Bowling and Veloso (2002)) describe two important prop-
erties for learning agents: rationality and convergence. They introduce the Win
or Learn Fast (WoLF) algorithm, which varies the learning rate from small and
cautious values when winning, to large and aggressive values when losing to the
others.

4.4.4 Regret Minimization Approaches

Regret minimization approaches seek to minimize regret, not directly learn an equi-
librium nor play a best-response, also known as no-regret learning. Described in
Eq. 4.12, regret at time T is the difference between the total reward received in
T playings and the value of the best stationary strategy over those same playings.
Here, r; is the actual value the player received at time, and N7 (a_;) is the number of
times the other players played the joint action a_; in the first T trials of a repeated
matrix game for player 7.

Regret;(T) = max < > NT(a_i)Ri(< ai,a_; >)> - <Zrt> (4.12)

ai€A; a_;€EA_; t=1
An algorithm achieves no-regret if and only if,

lim Regret;(T) < 0.
T—o00

In other words, the total amount of reward received by the player must be at least
as much as if the player have known the distribution of the other agents’ actions
ahead of time, but not the order. Notice that the other agents’ actions is a fixed
strategy, and the algorithm is guaranteed to converge in payoff to the value of the
best-response strategy.

No-regret algorithms have been mainly explored in single-state games, such as
k-armed bandit problems and matrix games. Two important criteria of the learning
rules are safe and consistent (Fudenberg and Levine (1995)). The first rule, “safe”,
is defined as the requirement that guarantee at least the minimax payoff of the
game. The minimax payoff is the maximum expected value a player gained against
any opponent. Then the “universal consistency” rule defines that a learning rule
do at least as well as the best response to the empirical distribution, regardless of
the actual strategy that the opponent is employing. Little work has been done in
application of stochastic games. The difficulties of extending this concept to stochas-
tic games are discussed in Mannor and Shimkin (2003). One exception is Manor
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(Mannor and Shimkin (2001)) who extends no-regret properties to average-reward
stochastic games. More work needs to generalize these approaches to discounted
reward stochastic games.

4.5 Properties

In the literature, with respect to the learning algorithms, typical results are eval-
uated from three properties: convergence of the strategy to equilibria, successfully
learning of opponent’s strategy, and obtaining optimal payoffs.

First, convergence is the most common one in both game theory and Al liter-
ature. Many approaches in Al literature, such as, minimax-Q learning, Nash-Q,
FFQ, CE-Q, etc., are respectively proven to converge to a Nash equilibrium in cer-
tain types of stochastic games under certain conditions.

Second, rationality is shown as the results of successfully learning opponents’
strategies. Since each agent adopts a best response to their beliefs about other
agent’, the agents will converge to a Nash equilibrium, of the repeated game. How-
ever, this result is under the assumption that if the history is observable given the
strategies, the agents’ belief will only correctly converge .

No-regret learning exemplifies the results of the last property. Two criteria for
no-regret learning are safe and consistent. A large number of algorithms have been
shown to satisfy universal consistency (no-regret) requirements. Bowling (Bowling
(2005)) combines these criteria in a no-regret learning algorithm, GIGA-WoLF, that
provably convergence to a Nash equilibrium, in two-player, two-action stochastic
games.

4.6 Summary

In this chapter, we analyze the seminal approaches in multiagent learning research.
The multiagent learning process is known as non-stationary, dynamic. First, we
illustrate a critical problem along with dynamic learning: credit assignment, and
then we present the cooperative scenarios and competing scenarios in the learning
problem. Thereafter, we study influential work in MAL on how to learn optimal
policies in games. We end this chapter by analyzing important common properties
in these proposed learning approaches: convergence, rationality and payoffs. In the
next chapter, we will discuss some open issues in the study of MAL and state our
research interest.



Chapter 5

Open Issues and Research
Interests

As early as 1951, fictitious play as the first learning algorithm was proposed to com-
pute equilibria in games, and there have been numerous proposals regarding learning
techniques in stochastic games. The MAL research has produced some inspiring re-
sults, yet, it is important to examine the foundations of MAL, and consider some
relevant questions. What question exactly is MAL addressing? What is there to
learn in stochastic games? What are the yardsticks by which to measure answers to
these questions? How can we evaluate the success of learning rules?

Do the agents know the stochastic game, including the stage game and the
transition probability? More specifically, the information regarding the following:
stochastic stages, transition probabilities, specific actions at each stage, actions
available according to the agents, transparent (or not) for all the agents stages,
action/strategies, rewards, and so on. These all are rather important factors in the
whole process of agents’ learning. In general, this learning process can be classified
as known or unknown games, observable, partial observable or unobservable play.
In broader settings, there is more to learn, not restricted to learning opponents’
strategies or the agent’ own strategy for proceeding well against opponents.

5.1 Open Issues

In the literature, for the known, fully observable games, there are two aspects to
learn in this restricted setting: one is that an agent learns opponents’ strategies as
a model, so the agent can devise a best (or at least “good”) response, (also known

as “model-based” learning), for example, fictitious play (Brown (1951)). The other
one is that an agent can learn a strategy of its own which does well against the
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opponents, without explicitly learning the opponents’ strategies, (also known as
“model-free” learning), for example, Q-learning (Watkins (1989)).

Multiagent learning research still has open issues. Multiple agents act jointly
in a common environment to achieve their own agenda, through interaction, either
cooperative or in competing with one another. This brings in issues of scalabil-
ity, adaptive dynamics, and communication. In this chapter, we will discuss them
respectively.

5.1.1 Scalability

Scalability is a critical problem for multiagent learning. Multiagent learning involves
multiple agents’ behaviors in order to solve a common task, thus, the search space
can grow exponentially according to the number of agents and the complexity of
agent behavior. The evaluating criteria for learning methods should be standardized
with respect to their scalability. In a general-sum learning process, especially with
partially observed stochastic games, research usually involves studies in two-agent
scenarios with two or three actions for each agent. When scaled up to include more
agents, current methods are unlikely to work in practice.

5.1.2 Adaptive Dynamics

Due to the small changes caused by agents, multiagent learning can result in an
unpredictable global, emergent effect. How does a learning algorithm proceed to
discover an optimal solution in a search space with the presence of emergent effect?

5.1.3 Communication

Communication is one means to effectively improve performance and help solve
tasks. However, it can increase the learning process search space. The interaction
can help solving task through passing or sharing information, but, it can also increase
the complexity rapidly, with the number of agents and their sophisticated behaviors.

Still, much research on multiagent communication has been conducted from two
perspectives: direct communication and indirect communication. Direct communi-
cation is a way for an agent to inform other agents about the past experience which
can effectively improve team performance; methods include blackboards (posting
and modifying information), messages. Notably, reinforcement learning methods
have presumed that the agents have access to a joint policy table to which each
agent can contribute. From another perspective, indirect communication uses a
third party, such as marking in the environment, to pass information to the others.
Most indirect communication is inspired from social insects, such as ants, who utilize
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pheromones to mark trails to lead others. One agent broadcasts the information in
the environment, and the others can exploit it.

Yet, in a multiagent system, (just like any social system), communication is re-
stricted by environment. Researchers claim that unrestricted communication brings
the multiagent system back to a single-agent system (Stone and Veloso (2000)).
Thus, how to define the communication among agents and allow agents to commu-
nicate according to adaptation to the environment is still an open question which
needs to be addressed.

5.1.4 Evaluation

In a multiple agents learning process, each agent can constrain, adapt, evolve in the
environment of other agents, which are not yet fully understood in game theory,
and brings in unknown complexity to computation. How do we set up standard
evaluation criteria for learning methods?

5.2 Our Research Interest

In MAL, many aspects have achieved results, such as when all agents adopt the
learning procedure under consideration (also called “self play”), the strategy con-
verges to Nash equilibrium of the stage game; agents can learn opponents’ strategies
(rational learning) successfully. On the other hand, no-regret learning has provided
results that the obtained payoffs exceed a specified threshold. However, some ob-
servation of the constraints in the literature leads us to some questions:

e While learning procedures apply broadly, the results focus on stochastic games
with only two agents. Is this a technical convenience or can we still apply this
learning technique to more agents, giving consideration to communication in
between?

e With the exception of the work in no-regret learning, the research is mostly
focused on investigating convergence to equilibrium play of the stage game.
What if the process does not converge to equilibrium play? Should we be
concerned, even though better payoffs can be obtained?

e Measuring the performance only against stationary opponents, and not allow-
ing for the possibility of opponents adaptation or learning; this does not seem
to be adequate criteria.

e In an infinitely repeated Prisoner’s Dilemma game, no-regret dictates the strat-
egy of always defecting, precluding the possibility of cooperation. Should we
be concerned?
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Seeking answers to these questions will bring us to a new research direction,
to learn a robust strategy in certain types of stochastic games, or with minimum
adaptation when it comes to different types of stochastic games.
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